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IntroductionLet H be a Hilbert space and C � H a centrally symmetric set. For n 2 ZZ+the Kolmogorov n-widths of C in H are given bydn(C;H) = infLn supx2C infy2Ln kx� ykH ;where the left-most in�mum is taken over all n-dimensional linear subspaces Lnof H.Let r 2 IN and 1 � p �1. Denote by W rp (T) (T = [0; 2�)) the Sobolev classof 2�-periodic functions whose (r � 1)-st derivative is absolutely continuous andkx(r)kLp(T) := �ZT jx(r)(t)jp dt�1=p � 1:The subject considered in this paper goes back to two papers by Kolmogorov.In [3] Kolmogorov proved the formulad2n�1(W r2 (T); L2(T)) = d2n(W r2 (T); L2(T)) = n�r:In the paper of Kolmogorov, Petrov, Smirnov [4], which was supplemented byMaltsev [5], the equality dn(BlN1 ; lN2 ) = sN � nN ; (1)where lNp := (x = (x1; : : : ; xN) 2 IRN ��� kxkplNp := NXk=1 jxkjp ) ; 1 � p <1;and BlN1 is the unit ball in lN1 was, in fact, proved. The authors of these papersdid not actually state, that they had calculated n-widths. This was noted byStechkin [6]). Note that the Sobolev class W r2 (T) is an elliptical cylinder (itis the orthogonal sum of the one-dimensional space of constants and compactellipsoid) and BlN1 is a regular octahedra in IRN . We consider generalizations ofthese two results.1. n-Widths of Ellipsoids and Elliptical CylindersAn ellipsoid is the image of a ball of a Hilbert space under a linear continuousmapping. If H and H1 are Hilbert spaces, BH is the unit ball in H, and T :H !H1 is a linear continuous operator, then T (BH) is an ellipsoid which we denote2



by E(T ). Let L be a �nite-dimensional subspace in H1. We call the orthogonalsum of an ellipsoid E(T ) and LE(T )� L = f y = y1 + y2 2 H1 j y1 2 E(T ); y2 2 L; y1?y2 gan elliptical cylinder with base E(T ) and generalized axis L.Denote by N , 0 � N �1 the dimension of spanE(T ). Further we calculatethe n-widths of compact ellipsoids and elliptical cylinders with compact base.Let T be a compact operator. By the Hilbert{Schmidt theorem (see, forexample, [7, page 231]) for the self-adjoint compact operator T 0T (T 0 is the adjointoperator to T ) there exists an orthonormal system of eigenvectors fekgk�1 whichcorresponding to eigenvalues s2k, sk # 0, sk 6= 0, such that each element x 2 Hhas the unique representationx = Xk�1hx; ekiek + �; (2)where � 2 KerT . (The numbers sk are called the s-numbers of T .)The following theorem was proved by many authors (see Comments below).Theorem 1 (n-widths of compact ellipsoids). Let H and H1 be Hil-bert spaces, T :H ! H1 a compact operator, C = E(T ) � Lm (dimE(T ) = N ,dimLm = m) and n 2 ZZ+. Thendn(C;H1) = 8<:1; n < m,sn+1�m; m � n � N +m,0; n > N +m.The linear, Gel'fand, and Bernstein n-widths satisfy the same equalities.Proof. We prove the theorem for the Kolmogorov n-width. The statement ofthe theorem for the cases when n < m and n > N+m may be easily checked. Letn < N and for simplicity assumem = 0 (the general case easily follows from this).The upper bound will be proved by the Fourier method. Let y 2 E(T ) that is y =Tx, kxkH � 1. By (2) y = Pk�1hx; ekiTek and kxk2H = Pk�1 jhx; ekij2+k�k2H � 1.Let us approximate y by Sny = Pnk=1hx; ekiTek. Then taking into account theorthogonality of the system fTekg, we haveky � Snyk2H1 = Xk�n+1 s2kjhx; ekij2 � s2n+1 Xk�n+1 jhx; ekij2 � s2n+1:The upper bound is proved. The lower bound will be proved by the method ofembedded balls. We consider the n+ 1-dimensional subspace bL = spanfTekgn+1k=1of H1 and show that the set sn+1BH1 \ bL lies in E(T ). Let y 2 sn+1BH1 \ bL.3



Then y = Pn+1k=1 ykTek and kyk2H1 = Pn+1k=1 y2ks2k � s2n+1. If x = Pn+1k=1 ykek, then itis clear that y = Tx and sincekxk2H = n+1Xk=1 y2k = n+1Xk=1 y2ks2ks2k � 1sn+1 n+1Xk=1 y2ks2k � 1;we obtain that sn+1BH1 \ bL � E(T ). By the theorem on n-widths of aball (see, for example, [2, p. 12]) which is trivial for a Hilbert space, we havedn (E(T );H1) � dn �sn+1BH1 \ bL;H1� = sn+1.2. n-Widths of generalized octahedraIn �nite-dimensional geometry an octahedra is the convex hull of a simplexwith a vertex at the origin and simplex symmetric to it. For octahedra which areso de�ned there is no known general method for calculating its n-widths. But itis possible to calculate n-widths for octahedra in IRN which are the convex hullof the vectors f�fkg, 1 � k � N obtained from one vector K = (k1; : : : ; kN )by cyclical permutation. Such octahedra may be considered as Sobolev classesWK1 (ZZN ) consisting of functions y = (y1; : : : ; yN) on the cyclical group of orderN de�ned by a convolutionWK1 (ZZN ) = f y 2 IRN j y = K � x; kxklN1 � 1 g;where x = (x1; : : : ; xN), yi = PNj=1 ki+j�1xj, and the summation is carried outmodulo N . The regular octahedra can be de�ned in this same way as a convolu-tion class on the cyclical group ZZN with the kernel K equal to 1 at the zero ofthe group and 0 at all other elements.It gives us the possibility to consider generalized Sobolev classes of so-calledsourcewise represented functions which are similar to generalized octahedra.First we recall some de�nitions (details may be found in [8]). Let G bea compact group with Haar measure � (�(G) = 1). Let fT �g�2A (where Ais at most a countable set) be a complete system of �nite-dimensional nonre-ducible unitary representations of G. For each � 2 A we denote by t�ij(�),i; j = 1; : : : ; n� = dimT �, the matrix elements of the representation T � in someorthonormal basis. These functions are continuous and the functions fpn�t�ij(�)g,� 2 A, i; j = 1; : : : ; n� form an orthonormal basis in L2(G). Note that if G is anAbelian group, then all representations T �, � 2 A, are one-dimensional. For each� 2 A and 1 � j � n� set H�j = spanft�ij(�) j i = 1; : : : ; n�g. The space L2(G) isrepresented as the direct sum of those spaces which are left translation-invariant.A set X is called a homogeneous G-space if the group G acts transitively onX. In other words, if there exists a map G � X ! X, (g; x) ! gx such that(g2g1)x = g2(g1x), ex = x (e is the unity element of G) for all g1; g2 2 G andx 2 X and in addition for every x1; x2 2 X there exists a g 2 G for which4



x2 = gx1. It is obvious that any group G is a homogeneous G-space with respectto the operation (g; g0)! gg0.Let x0 2 X, H = fg 2 G j gx0 = x0g and G=H be the set of (left) residueclasses of group G on the subgroup H. Consider the map p:X ! G=H whichassociates x with the residue class gH such that gx0 = x. The map p is a one-to-one mapping. Thus any function on X may be considered as a function on G,which is constant on the residue classes. By virtue of this fact for any topologicalhomogeneous G-space X with compact group G and measure � invariant withrespect to G (that is �(A) = �(gA) for any measurable subset A � X and g 2 G)the structure of L2(X) is analogous to the structure of L2(G). More preciselyL2(X) is a direct sum of at most an enumerable set of �nite-dimensional subspacesHk invariant with respect to G consisting of continuous functions.We will need the following auxiliary result.Lemma 1. Let X be a topological homogeneous G-space with compact group Gand probability measure invariant with respect to G. If fek(�)gnk=1 is an orthonor-mal system of continuous functions from L2(X) such that Ln = spanfek(�)gnk=1is invariant with respect to G, thennXk=1 jek(�)j2 � n:Proof. For x 2 X consider the function�x(�) = nXk=1 ek(x)ek(�):If y(�) 2 Ln then it is clear thathy(�); �x(�)i = y(x): (3)Let x1; x2 2 X and g 2 G such thatx2 = gx1: (4)Using the invariance of the measure, (3), and (4), for every y(�) 2 Ln we havehy(�); �x2(g�)i = hy(g�1�); �x2(�)i = y(g�1x2) = y(x1) = hy(�); �x1(�)i:Thus �x2(g�) = �x1(�). Substituting here x1 we obtain thatnXk=1 jek(x1)j2 = nXk=1 jek(x2)j2 = C:Since the given measure is a probability measure and the system fek(�)gnk=1 isorthonormal we have C = ZX nXk=1 jek(x)j2 d�(x) = n:5



Let X be a topological homogeneous G-space with compact group G andprobability measure invariant with respect to G. As was mentioned, in this caseL2(X) may be represented in the formL2(X) = Xk�1Hk; dimHk = nk <1;where the Hk are shift-invariant spaces of continuous functions. Consider theclasses of functions represented as a convolution with kernelsK(t; � ) = Xk�1 nkXj=1 kjekj(t)ekj(� ); (5)where the fekj(�)gnkj=1 is an orthonormal basis for Hk of continuous functions andkj 2 C such that Xk�1 nk max1�j�nk jkjj2 <1: (6)The function K(�; �) induces the operatorAx(t) = ZX K(t; � )x(� ) d�(� ):We show that A is a continuous operator from L1(X) into L2(X). Indeed, by theCauchy{Bunyakovsky inequality for all t 2 XjAx(t)j � ZX �jK(t; � )j2jx(� )j�1=2 jx(� )j1=2 d�(� )� �ZX jK(t; � )j2jx(� )j d�(� )�1=2 kx(�)k1=2L1(X):Squaring this inequality, integrating it, and then changing the order of integra-tion, we obtainkAx(�)k2L2(X) � kx(�)k2L1(X) supt2X ZX jK(t; � )j2 d�(� )= kx(�)k2L1(X) supt2X kK(t; �)k2L2(X):According to the Parseval equality for all t 2 XkK(t; �)k2L2(X) = Xk�1 nkXj=1 jkjj2jekj(t)j2:By Lemma 1 Pnkj=1 jekj(t)j2 = nk. In view of (6) we have that kK(t; �)kL2(X) � C.Therefore A:L1(X)! L2(X) is a continuous operator.Set WK1 (X) = f y(�) 2 L2(X) j y(�) = Ax(�); kx(�)kL1(X) � 1 g:6



Theorem 2. LetX be a topological homogeneous G-space with compact groupG and probability measure invariant with respect to G. Let K:X �X ! C be afunction of the form (5), where the kj satisfy the additional condition jkj j = �k,1 � j � nk, k � 1. Assume that f�kgk�1 are in decreasing order. Then for alln = n1 + : : :+ ns dn(WK1 (X); L2(X)) = � Xk�s+1 �2knk�1=2:Proof. Since WK1 (X) = cl cofK(�; � )g�2X it is su�cient to prove the state-ment of the theorem for the set fK(�; � )g�2X.The upper bound. We use the Fourier method projecting our class on thesubspace Ln = spanfekj(�) j 1 � j � nk; 1 � k � sg. Then for any � 2 X usingthe Parseval equality, hypothesis of the theorem, and Lemma, we haved2(K(�; � ); Ln; L2(X)) = Xk�s+1 �2knk:Hence the required estimate follows.The lower bound. We use the method of averaging. Let Ln be an n-dimen-sional subspace of L2(X), and ffmgnm=1 an orthonormal basis of Ln. Then for all� 2 Xd2(K(�; � ); Ln; L2(X)) = kK(�; � )k2L2(X) � nXm=1 ����ZX K(t; � )fm(t) d�(t)����2 : (7)In view of the hypothesis of the theorem and by Lemma 1 we havekK(�; � )k2L2(X) = Xk�1 nkXj=1 jkjj2jekj(t)j2 = Xk�1 �2k nkXj=1 jekj(t)j2 = Xk�1 �2knk: (8)Furthermore,����ZX K(t; � )fm(t) d�(t)����2 = ����Xk�1 nkXj=1 kjekj(� ) ZX ekj(t) fm(t) d�(t)����2:Substituting it and (8) into (7), integrating the obtained expression and usingthe Parseval equality with the hypothesis of the theorem, we obtainZX d2(K(�; � ); Ln; L2(X)) d�(� )= Xk�1�2knk � nXm=1Xk�1 nkXj=1 jkj j2 ����ZX ekj(t)fm(t)d�(t)����2= Xk�1 �2knk � nXm=1Xk�1 �2k nkXj=1 ����ZX ekj(t)fm(t) d�(t)����2 : (9)7



For k � 1 set bck = nXm=1 nkXj=1 ����ZX ekj(t)fm(t) d�(t)����2 :It is easy to check that 0 � bck � nk and Pk�1 bck = n1 + : : :+ ns. Consider theproblem of linear programmingXk�1 �2kck ! max; 0 � ck � nk; Xk�1 ck = n1 + : : :+ ns:The solution of this problem is evidentlyck = nk; 1 � k � s; ck = 0; k � s+ 1(we recall that �1 � �2 � : : :). Thus we obtain the lower bound for the left-handside of (9) ck = nk; 1 � k � s; ck = 0; k � s+ 1:Standard arguments now lead to the required estimate.3. Corollaries from the general theoremsWe begin with n-widths of convolution classes of functions de�ned on a com-pact group. Let G be a compact group and K(�) 2 L2(G). The operator ofconvolution is de�ned asTx(g) = ZGK(gs�1)x(s) d�(s): (10)It is a compact operator from L2(G) into L2(G). Moreover, it follows from theMinkowski inequality that (10) is a continuous operator from L1(G) into L2(G).Set WKp (G) = n y(�) 2 L2(G) j y(�) = Tx(�); kx(�)kLp(G) � 1o ; p = 1; 2:Theorem 3. Let G be a compact group and K(�) 2 L2(G) be such that itsFourier coe�cients c�ij when expanded in the orthonormal basis e�ij(�) = pn�t�ij(�),� 2 A, i; j = 1; : : : ; n�, satisfy the condition: for any � 2 A the matrixC� = �c�ij�n�i;j=1 has the form ��U� where �� 2 C and U� is an unitary matrix.Assume that f�k=pnkgk�1 is the sequence f��=pn�g�2A ordered in decreasingorder. Then for all m � 1 (n0 = 0)1) for any n such that n21 + : : :+ n2m�1 < n � n21 + : : :+ n2mdn(WK2 (G); L2(G)) = j�mjpnm ;2) for any n = n21 + : : :+ n2m�1 + nmsm, where 1 � sm � nm,dn(WK1 (G); L2(G)) = �j�mj2(nm � sm) + Xk�m+1 j�kj2nk�1=2:8



Proof. 1. Using properties of the matrix elementst�ij(g1g2) = n�Xk=1 t�ik(g1)t�kj(g2); t�ij(g) = t�ji(g�1);we haveK(gs�1) = X�2A n�Xi;j=1 c�ije�ij(gs�1) = X�2A n�Xi;j=1 1pn� c�ij n�Xk=1 e�ik(g)e�jk(s): (11)It is easy to verify that if x = (x1; : : : ; xn�) is an eigenvector of C 0�C� for theeigenvalue �, then for all 1 � k � n� the functions Pn�j=1 xje�jk(�) are eigenfunc-tions for T 0T with eigenvalue �=pn�. Consequently, sj are the s-numbers of T 0T .It remains to use Theorem 1.2. By (11) we haveK(gs�1) = X�2A 1pn� n�Xk;i=1 e�ik(g) n�Xj=1 c�ije�jk(s):Set E�k (g) := 0BB@ e�1k(g)...e�n�k(g) 1CCA :ThenK(gs�1) = X�2A 1pn� n�Xk=1 �E�k (g); C�E�k (s)�� = X�2A ��pn� n�Xk=1 �E�k (g); U�E�k (s)�� ;where (a; b)� := n�Xi=1 aibi:There exists an unitary matrix V� such thatV�U�V �� = 0BB@ �10 . . . 0�n� 1CCA =: ��;where j�j j = 1, j = 1; : : : ; n�. SetF �k (g) = V �E�k (g) =: 0BB@ f�1k(g)...f�n�k(g) 1CCA :9



Then E�k (g) = V ��F �k (g), f�ik(g) is an orthonormal basis, andK(gs�1) = X�2A ��pn� n�Xk=1 �V ��F �k (g); U�V ��F �k (s)��= X�2A ��pn� n�Xk=1 �F �k (g); V �U�V ��F �k (s)��= X�2A ��pn� n�Xk=1 �F �k (g);��F �k (s)�� = X�2A ��pn� n�Xk;j=1 �j f�jk(g)f�jk(s):Using Theorem 2 we obtain the desired equality.Corollary 1. Let G be a compact Abelian group, K(�) 2 L2(G), cj, j � 1,be Fourier coe�cients of K in an orthonormal basis formed by characters of thegroup. Assume that the cj are arranged in decreasing order. Then for all n 2 ZZ+dn(WK2 (G); L2(G)) = jcn+1j;dn(WK1 (G); L2(G)) = � Xj�n+1 jcjj2�1=2:Corollary 2. For K = (k1; : : : ; kN ) setcj = NXm=1 kme�2�i(j�1)m=N :Assume that cj are arranged in decreasing order. Then for all n 2 ZZ+dn(WK2 (ZZN); L2(ZZN )) = jcn+1j;dn(WK1 (ZZN); L2(ZZN )) = � 1N Xj�n+1 jcjj2�1=2:If K = (1; 0; : : : ; 0), then from the last equality we obtain (1).Let Sd = nx = (x1; : : : ; xd+1) 2 IRd+1 ��� d+1Xj=1 x2j = 1obe the unit sphere. It is known (see [9]) that L2(Sd) = P1k=0Hk wheredimHk = nk =  d + kk !�  d + k � 1k � 2 !(Hk is the set of spherical harmonics of the order k). Let fY kj gnkj=1 be an orthonor-mal basis of Hk. For the Laplace operator � and any x(�) 2 Hk the equality�x(�) = ��kx(�)10



holds where �k = k(k + d� 1). For � > 0 the operator (��)�=2 is de�ned by(��)�=2x(�) = 1Xk=1 ��=2k nkXj=1xkjY kj (�);where x(�) 2 L2(Sd) and x(�) = P1k=0Pnkj=1 xkjY kj (�).Set W �2 (Sd) = fx(�) 2 L2(Sd) j k(��)�=2x(�)kL2(Sd) � 1 g:It is easy to check that this class can be represented in the formW �2 (Sd) = fx(�) 2 L2(Sd) j x(�) = c+ Ty(�); c 2 IR; y(�) 2 L2(Sd); y(�)?1 g;where for y(�) =P1k=1Pnkj=1 ykjY kj (�)Ty(�) = 1Xk=1 nkXj=1 ���=2k ykjY kj (�):Corollary 3. Let n0 + : : :+ nk�1 � n < n0 + : : :+ nk. Thendn(W �2 (Sd); L2(Sd)) = ���=2k :The class W �2 (Sd) for d = 1 and � = r 2 ZZ+ coincides with the Sobolev classW r2 (T) = fx(�) 2 L2(T) j x(r�1)(�) abs. cont., kx(r)(�)kL2(T) � 1 g:In this case �k = k2, n0 = 1, nk = 2, k � 1. Thus we obtainCorollary 4. For all n 2 ZZ+d2n�1(W r2 (T); L2(T)) = d2n(W r2 (T); L2(T)) = 1nr :One does not obtain results similar to those obtained in Corollary 3 and 4for the classes W �1 (Sd) and W r1 (T). The reason for this is the additional condi-tion y(�)?1 which does not permit us to apply Theorem 2. Some estimates ofdn(W r1 (T); L2(T)) may be found in [2, p. 101].4. Average widthsIn this section we calculate exact values of average Kolmogorov widths forsome classes of functions de�ned on IRd and ZZd in the L2 metric. We begin withthe de�nition of the average dimension of subspace. Let G = IRd or ZZd and �Gbe the Lebesgue measure on G if G = IRd, and discrete measure if G = ZZd. LetA(G) be the set of positive numbers if G = IRd and the set of natural numbers11



for G = ZZd. Assume that A is a subset of Lp(G) (1 � p � 1) and � 2 A(G).Denote by A� the restriction of A to the set2� = f t = (t1; : : : ; td) 2 G j jtjj � �; j = 1; : : : ; d g:Let L be a subspace of Lp(G). For every " > 0 and � 2 A(G) consider thevalue K" (�;L;Lp(G)) = minfn 2 ZZ+ j dn ((L \BLp(G))�; Lp(2�)) < " g;where BLp(G) is the unit ball of Lp(G). It is clear that K" (�;L;Lp(G)) is theminimal dimension of a subspace of Lp(2�) which approximates the set (L \BLp(G))� to within ". It is easy to check that for every " > 0 the function� ! K" (�;L;Lp(G)) does not decrease, and obviously for every � > 0 thefunction "! K" (�;L;Lp(G)) does not increase.The average dimension of L in Lp(G) is de�ned asdim(L;Lp(G)) = lim"!0 lim inf�!1 K" (�;L;Lp(G))�G(2�) :It is clear that dim�L;Lp(ZZd)� � 1.We shall formulate here one result about average dimension of functionalspaces which we later need. Let G� be IRd for G = IRd and Td (a d-dimensionaltorus) for G = ZZd. Let �G� be the Lebesgue measure on G� divided by (2�)d.(The last condition is connected with the fact that �G is the natural Haar measureon G as on a locally compact Abelian group and �G� is just the Haar measureassociated with it on the dual group G�.)Let A be a subset of G� and 1 � p � 1. SetBA;p(G) = fx(�) 2 Lp(G) j supp bx(�) � A g;where supp bx(�) is the support of Fourier transform of x(�) (x(�) is considered asan distribution). It is clear that BA;p(G) is a subspace of Lp(G).Recall that a set A � G� is called Jordan measurable if its characteristicfunction is integrable in the sense of Riemann. The following two theorems(Theorem 4 and 5) were proved in [10, 11] for G = IRd. In a general case thesetheorems may be proved in much the same way.Theorem 4 (about average dimension). Let G = IRd or ZZd, A be aJordan measurable subset of G� with �nite measure and 1 � p � 1. Thendim(BA;p(G); Lp(G)) = �G�(A):12



The notion of average dimension leads at once to the corresponding analogueof Kolmogorov n-width. Let C be a centrally symmetric subset of Lp(G) and� � 0. The Kolmogorov average �-width of C in Lp(G) is de�ned as followsd� (C;Lp(G)) = infL supx(�)2C infy(�)2L kx(�)� y(�)kLp(G);where the �rst in�mum is taken over all subspaces L of Lp(G) such thatdim(L;Lp(G)) � �. Any subspace for which this in�mum is attained we callan extremal subspace for d� (C;Lp(G)).The following analogue for average widths of the theorem about widths of aball holds.Theorem 5 (about widths of a ball). Let A � G� be a Jordan mea-surable set, � > 0, and �G�(A) > �. thend� (BA;p(G) \BLp(G); Lp(G)) = 1:We calculate the exact value of the average width in L2 for the set C which isa convolution class of functions de�ned on G. If K(�) 2 L2(G), then the operatorof convolution with this kernel x(�)! (K � x)(�) is obviously a linear continuousoperator from L2(G) into L2(G). SetWK2 (G) = f y(�) 2 L2(G) j y(�) = (K � x)(�); kx(�)kL2(G) � 1 g:Denote by bz(�) the Fourier transform of the function z(�) 2 L2(G).Theorem 6. Let K(�) 2 L1(G) \ L2(G), � > 0 if G = IRd, and 0 < � < 1 ifG = ZZd. Then d� �WK2 (G); L2(G)� = cK�(�);where cK�(�) is the non-decreasing permutation of cK(�). Moreover, the spaceBA(�);2(G), where A(�) = f� 2 G� j jcK(� )j > cK�(�)g is an extremal space ford� �WK2 (G); L2(G)�.Proof. The lower bound. We use the method of \embedded balls". For every > 0 consider the set A() = f� 2 G� j cK(� )j > g. Since K(�) 2 L1(G) thefunction cK(�) is continuous and cK(� )! 0 as j� j ! 1 if G = IRd. Therefore theset A() is open and bounded. Thus it is Jordan measurable, as is easy to check.We prove that BA();2(G) \ BL2(G) �WK2 (G): (12)Indeed, let y(�) belong to the left-hand side of (12). Assume that x(�) 2 L2(G)is de�ned by the condition: bx(� ) = 0 almost everywhere if � =2 A() and bx(� ) =13



cK�1(� )by(� ) almost everywhere if � 2 A(). Thus y(�) = (K � x)(�) and we haveto show that kx(�)kL2(G) � 1. By the Plancherel theoremkx(�)k2L2(G) = ZG ���cK�1(� )by(� )���2 d� = ZA() ���cK�1(� )by(� )���2 d�� �2 ZA() jby(� )j2d� � �2ky(�)k2L2(G) � 1;that is, y(�) 2 WK2 (G).Now  > 0 is such that �G�(A()) > �. By Theorem 4dim�BA();2(G); L2(G)� = �G� (A()) > �:Then by Theorem 5 (taking into account the obvious property of homogeneity ofthese widths) we obtaind� �BA();2(G) \ BL2(G); L2(G)� = :From this and (12), using the monotonicity of widths it follows thatd� �WK2 (G); L2(G)� > :Passing to the supremum in this inequality over all  > 0 for which �G� (A()) > �(in view of the continuity of cK(�) this is equivalent to passage to the supremumover all  > 0 for which �G� (A()) � �) we obtain the required lower bound.The upper bound is based on the approximation of WK2 (G) by the Fouriermethod. Let  = (�) be such that �G� (A()) = � (it is clear that in thiscase  = cK�(�)). By Theorem 4 dim�BA();2(G); L2(G)� = �. With everyy(�) = (K � x)(�) 2 WK2 (G) associate the function �(�) 2 BA();2(G) such thatb�(�) = �A()(�)by(�) where �A()(�) is the characteristic function of the set A().The next result is the analogue of (1) for average widths.Theorem 7. Let 0 < � < 1. Thend� �Bl1(ZZd); l2(ZZd)� = p1 � �:Proof. The arguments do not depend on the dimension d so for simplicity weconsider the case d = 1.The lower bound. Let L be a subspace of l2(ZZ), dim(L; l2(ZZ)) � �, and" > 0. Assume that fNkg is a subsequence of natural numbers such thatlim infN!1 K" (N;L; l2(ZZ))2N + 1 = limk!1 K" (Nk; L; l2(ZZ))2Nk + 1 : (13)14



By the de�nition of average dimension, for every k there exists a subspace Mk �l2Nk+12 such that d �(L \ Bl2(ZZ))k;Mk; l2Nk+12 � < "; (14)dimMk � K" (Nk; L; l2(ZZ)) : (15)Let x 2 Bl2Nk+11 . Extending x by zero to ZZ we obtain x 2 Bl1(ZZ) andconsequently x 2 Bl2(ZZ). Let y 2 L and z 2Mk be such thatky � zkl2Nk+12 = d �y;Mk; l2Nk+12 � : (16)Then using the triangle inequality, (16), (14), and again the triangle inequality,we havekx� ykl2(ZZ) � kx� ykl2Nk+12 � kx� zkl2Nk+12 � ky � zkl2Nk+12� d �x;Mk; l2Nk+12 �� d �y;Mk; l2Nk+12 � � d �x;Mk; l2Nk+12 �� "kykl2(ZZ)� d �x;Mk; l2Nk+12 �� "kx� ykl2(ZZ) � "kxkl2(ZZ):Consequently, (1 + ")kx� ykl2(ZZ) � d �x;Mk; l2Nk+12 �� ":Hence, (1 + ")d (Bl1(ZZ); L; l2(ZZ)) � d �Bl2Nk+11 ;Mk; l2Nk+12 �� ": (17)From (13) (taking into account (15)) it follows that for every 0 < � < 1 � �there exists k0 such that for all k � k0dimMk � K" (Nk; L; l2(ZZ)) � (� + �)(2Nk + 1):Put N(k) = 2Nk + 1 and n(k) = [(� + �)(2Nk + 1)]. Then dimMk � n(k) <N(k). Taking into account these inequalities, (17), and (1) we have(1 + ")d (Bl1(ZZ); L; l2(ZZ)) � dn(k) �BlN(k)1 ; lN(k)2 �� "= vuut1� n(k)N(k) � " = q1� (� + �)� ":In view of the arbitrariness of ", �, and L we obtain the required lower bound.The upper bound. Let " > 0 and the numbers n;N 2 IN be chosen sothat n < N and (n=N) � � � (n=N) + ". Denote by Ln;N a subspace of lN2with dimension at most n which is extremal for dn �BlN1 ; lN2 �. We consider thissubspace as a subspace of functions on ZZ with support on f0; 1; : : : ; N � 1g. Letei(�), i = 1; : : : ; N , be a basis for Ln;N . If k 2 ZZ, then the functions ei(� + kN),i = 1; : : : ; N , form a basis in the space of all functions from Ln;N shifted bykN . Denote by L the set of functions y(�) de�ned on ZZ which have the form15



y(�) = Pk2ZZPni=1 xkie(�+ kN) where Pk2ZZPni=1 x2ki <1. It is clear that L is asubspace of l2(ZZ).We show that dim(L; l2(ZZ)) � �. Indeed, denote by Lm the restriction of Lto f�mN; : : : ;mNg. It is easy to see that dimLm � 2mn+ 1 and thereforedim(L; l2(ZZ)) � lim infm!1 2mn+ 12mN + 1 = nN � �:Denote by Mk the restriction of L to �k = fkN; : : : ; (k + 1)N � 1g.Now let x 2 Bl1(ZZ) and xk be the restriction of x to �k. Since xk 2kxkklN1 BlN1 and Mk = Ln;N (if Ln;N is considered as a set of functions de�ned on�k) there exists yk 2 Mk for whichkxk � ykklN2 � q1 � (n=N)kxkklN1 : (18)Let y 2 L be a function such that the restriction of y to �k equals yk. Thenusing (18) and the mean inequality we havekx� ykl2(ZZ) = 0@Xk2ZZkxk � ykk2lN2 1A1=2 � r1 � nN 0@Xk2ZZ kxkk2lN1 1A1=2� r1� nN Xk2ZZkxkklN1 = r1 � nN kxkl1(ZZ) � r1� nN � p1 � � + ":In view of the arbitrariness of " we obtain the required estimate.We note here one general fact which in particular enables us to obtain at oncea series of extremal spaces for the widths dn(BlN1 ; lN2 ) and d�(Bl1(ZZd); l2(ZZd)).Let G be a locally compact Abelian group (LCAG), G� be the dual groupto G (that is, the group of all continuous characters on G), and ch(g; g�) be thevalue of g� 2 G� at the element g 2 G. We de�ne by �G (�G�) the Haar measureon G (G�).For every x(�) 2 L1(G) the function bx(�) de�ned on G� which is given by theformula bx(g�) = ZG x(g) ch(�g; g�)d�G (19)is called the Fourier transform of x(�). By (19) it follows that bx(�) is a continuousfunction and kbx(�)kC(G�) � kx(�)kL1(G): (20)The Fourier transform can be extended up to an isometric operator from L2(G)onto L2(G�) (this extension we de�ne by the same symbol bx(�)). Thus we havethe Parseval equality kx(�)kL2(G) = kbx(�)kL2(G�): (21)16



If G is a discrete group, then the dual group G� is compact and we shall usuallyassume that �G�(G�) = 1.Let A be a nonempty subset of G� and p = 1 or 2. SetBA;p(G) = fx(�) 2 Lp(G) j supp bx(�) � Ag;where supp bx(�) is the support of bx(�). It is clear that BA;p(G) is a subspace ofLp(G).Proposition 1. Let G be a discrete LCAG and A a measurable subset ofG�. Then L1(G) is embedded in L2(G) andd (BL1(G);BA;2(G); L2(G)) � q1 � �G�(A):Proof. Let x(�) 2 BL1(G) and the function y(�) 2 L2(G) be such that by(�) =�A(�)bx(�) (�A(�) is the characteristic function of A). It is clear that y(�) 2 BA;2(G).Using (21) and (20), we havekx(�)� y(�)k2L2(G) = ZG�nA jbx(g�)j2d�G� � kbx(�)k2C(G�) ZG�nA d�G�� kx(�)k2L1(G) (1� �G�(A)) � 1� �G�(A):If we take here x(�) 2 L1(G) and y(�) = 0, then we obtain that kx(�)kL2(G) �kx(�)kL1(G). This means that L1(G) is continuously embedded in L2(G).We apply this result to the mentioned above problems.1. The space lNp , 1 � p � 1, can be considered as Lp(G) where G = ZZN =f0; 1; : : : ; N � 1g is a �nite discrete Abelian group with the operation of additionmoduloN . Characters of this group are the functions k ! exp(2�kl=N), k 2 ZZN ,where 0 � l � N�1. Therefore we can identify the dual group ZZ�N with ZZN . Letn < N and A = flj1; : : : ; ljng � ZZ�N . It is clear that �ZZ�N (A) = n=N . Considerthe space Ln = spanfexp(2�ilj1 � =N); : : : ; exp(2�iljn � =N)g, dimLn = n. FromProposition 1 and (1) it follows that Ln is an extremal subspace for dn(BlN1 ; lN2 ).2. Let A � Td be Jordan measurable, �Td(A) = �, 0 < � < 1. Con-sider the space L� = fx(�) 2 l2(ZZd)j supp bx(�) � Ag. By Theorem 4 we havedim(L� ; l2(ZZd)) = �. Now from Proposition 1 and Theorem 4 it follows that L�is an extremal subspace for d�(Bl1(ZZd); l2(ZZd)).5. CommentsVarious statements which are equivalent to Theorem 1 were proved by manyauthors (see [12, 13, 14, 15, 2]). Of course this result was known to Kolmogorovwho considered in [3] only particular cases of elliptical cylinders.17



In a �nite-dimensional space n-widths of regular octahedra were in fact ob-tained in two papers [4] (the upper bound) and [5] (the lower bound). It isinteresting to note that Kolmogorov in 1948 did not take into consideration thatin these papers dn(BlN1 ; lN2 ) were calculated. This fact was noted by Stechkin [6]who used it to �nd asymptotic values of n-widths for functional classes.There is one more type of octahedra for which it is possible to calculate exactvalues of widths. They are octahedra with di�erent axesBlN1 (a) := (x 2 IRN ��� NXk=1 jxkjak � 1) ; a1 � : : : � aN :For the dual case Smolyak [16] found the exact values of the linear (�n) andGel'fand (dn) n-widths�n(BlN2 (a); lN1) = dn(BlN2 (a); lN1) = maxm>n s m� nPmk=1 a�2k :For the Kolmogorov n-width dn(Bl1(a); l2) the exact result was obtained by Sof-man [17, 18] (see also [19]).In the continuous case estimates for the n-widths of generalized octahedra andeven more general sets (images of compacts under continuous transformation inthe Hilbert space) can be obtained using results such as a theorem of Ismagilov[20] which is based on the method of averages (we demonstrated this method inthe proof of Theorem 2). Ismagilov cited Obukhov [21] as a predecessor in usingthe method of averages. Several statements of a similar type which are used forcalculating exact values of n-widths for classes of analytic functions can be foundin [22, 23, 24]. In those papers the dual situation is considered and the exactvalues of linear, Gel'fand, and Bernstein widths of WK2 (X) in C(X) are found.In the dual case using the Hilbert space structure it is possible to calculate theexact values of n-widths for W �2 (Sd) and W r2 (T).The concept of average dimension takes the beginning from the de�nitionof \average entropy" for stochastic signals with bounded spectrum which waso�ered by Shannon [25]. Further Kolmogorov modi�ed this de�nition for deter-mined functions. Then Tikhomirov [26] de�ned the notion of average dimensionreplacing entropy by Kolmogorov widths. The de�nition of the average dimen-sion used in the paper is a modi�cation of Tikhomirov's de�nition. The notionof the Kolmogorov average widths is due to Magaril-Il'yaev.References[1] V. M. Tikhomirov, \Approximation Theory". Encyclopedia of Math. Sci., vol.14 [Analysis, II], Springer-Verlag, Berlin, 1990.[2] A. Pinkus, \n-Widths in Approximation Theory", Springer-Verlag, Berlin, 1985.18
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