OPTIMAL RECOVERY OF PERIODIC FUNCTIONS
FROM FOURIER COEFFICIENTS GIVEN WITH AN ERROR

K. Yu. OSIPENKO

ABSTRACT. We construct optimal methods of recovery of 2m-periodic functions an-
alytic in a strip and its derivatives at a point ¢ € [0, 2x), using information about the
Fourier coefficients given with an error in the uniform norm. The same problem is
solved for the Sobolev space W{

1. INTRODUCTION

Let X and Y be linear spaces over the field K = Ror C, W C X and U C Y
balanced convex sets and I: W — Y a linear operator. Denote by X' the set of all
linear functionals on X. We consider the problem of optimal recovery of < z',x >
where ’ € X' and v € W, using information about approximate values of the
operator I. A method of recovery is any function ¢: Y — K. The value

(1) e(2, I,W,U) :=inf sup sup |<az',z> —p(y)|
¢ xeW yeY
le—yeU

is called the intrinsic error in the recovery problem. Any g for which

e(z', I,W,U) =sup sup |<a',2>—po(y)
zeW yeYy
le—yeU

is said to be an optimal method.

Many examples and other settings of optimal recovery problems can be found
in [1]-[6]. It follows from Magaril-Il'yaev and Osipenko [6] that there is a linear
optimal method po(y) =< y',y >, vy’ € Y, and the following equality

(2) e(2, I,W,U) = sup | <2’ 2 > |
zeW
lzeU

holds. On the other hand, since U and W are balanced, we have

(3) e(2, I,W,U)= inf sup|<a’,a>— <y To—z>|
y’EY’xEEI[/}/
4

= inf (sup | <2, >— <y, Te > |+sup| <y,z> |>
y' €Y' \zeW z€U
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In this paper, we consider the problem of optimal recovery of 2w-periodic func-
tions analytic in a strip and its derivatives from the Hardy—Sobolev and Bergman—
Sobolev spaces based on the information about Fourier coefficients given with an
error in the uniform norm. We also obtain an optimal method of recovery in the
analogous problem for the Sobolev space W{.

A similar problem for the estimation of functions in the Ls-norm was considered
in Melkman and Micchelli [4]. The case when the l3-norm is used to measure
the error in the Fourier coefficients was analyzed by Micchelli and Rivlin [1]. In
Boyanov [7] the problem of optimal recovery of periodic functions from the Sobolev

space W', 1 < g < oo, was solved for the case when the Fourier coefficients are
known exactly.

2. OPTIMAL RECOVERY IN HILBERT SPACES
FROM INACCURATE FOURIER COEFFICIENTS

Let X be a Hilbert space and ey, ¢2,... a complete orthonormal system in X.
For # € X denote by z; := (z,¢;) the Fourier coefficients of z. Consider the
problem (1) for W = BX = {2z € X : |z < 1}, < 2/,2 >= (z,f), f € X,
Ifil >0,7=1,2,..., Ie = (a1,...,2,) and

Thus we consider the problem of optimal recovery of the linear functional (z, f)
from approximate Fourier coefficients (#1,...,%,) such that

le; —2;0 <é;, 7=1,....n.

In this case the intrinsic error will be denoted by e(f, I, BX, ).
For a € R put
_[a a>0
= 0, a<0.
Theorem 1. Let A € (0,||f||] be a solution of the equation

7

(4) AP =2 (117 = N%65) . = \* =0

i=1

7

(5) (w, ) = > (L= A&1H17Y), Fid
=1
is an optimal method of recovery and

e(f, 1,BX,8) = A+ > 8 (1f;] = A;),

i=1
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Proof. First we show that the equation (4) has a solution A € (0,]|f||]. Denote by
©(A) the function on the left hand side of (4). This function is continuous for all
A > 0. Moreover,

=[£I - Z|f]|2 > 0.

Since (|| f]]) < 0, there exists a A € (0, HfH] which is a solution of (4).
For such A consider the method (5). In view of (3) we have

7

(@, F) = Y (L= 21171, Fim;

i=1

e(f,1,BX.5) < sup
reEBX

) G L=, = sup () + > 85 (1] = Adj),
j=1 j=1

reEBX

(f)_ fj7 ]ZTL—I—l
T E-F Q=N 1<i<n

It can be easily shown that

where

7

AP = 1P = D0 (165 = A%67) , = A%

j=1
Consequently i
e(f,.I,BX,8) <A+ 6;(If;] = Adj),
=1
Put £ ]
TR

Let 1 <j<n. If 1—\§|fj|~" >0 then
(o)1 = ATH(£2)i] =
If 1- /\(S]‘|f]‘|_1 < 0 then
[(w0)j| = ATV 5] < 65
Thus Ixg € U. Using (2) we obtain

e(f,1,BX,5) > |(zo, f)| = A7 (Hﬂ\z - Z P (1= /\5j|fj|_1>+)

- (HfHZ—Z(IfJIJer)(If] +AZ5 (I1£3] = )

i=1

This completes the proof of the theorem.
Now let 6; = dA;, A; >0,7=1,...,n,and 6 > 0.
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Theorem 2. Suppose that
AN = =
Set

k o —1/2
HE = (Z/\3+|fk|_2/\i Z |f]|2> ) k:]-v"'vnv
j=1

j=k+1

to = 400, finy1 = 0, and Ag = [pg41,p4k), k = 0,...,n. Then for § € Ay,
0 <k <n, the method

k e
A Z‘:k—l—l |fj|2 - .
(:zj,f)%z 1—6-L J - fiz;
I\ 1—a2yf a2 )7

J

is optimal and

k k
e(f,I,BX,§) = L=823 A246) Nlfil.
j=1 j=1

Proof. The equation (4) now takes the following form

7

(6) 1AI2 = ST (A2 = 226202) =% =0,

J=1

If § = 0, then the solution of (6) is evident and the theorem follows from Theorem 1
immediately. If 6 > 0, then (6) is equivalent to the equation

02

111 = 5= (5P = e2AT)

where ¢ = AJ. Denote by ¢(c) the function on the left hand side of (7). It is easy
to show that ¢(c¢) is monotonically increasing for ¢ > 0. Furthemore,

— 42

(7)

o (Ifel ) =pis k=1.....n.

Hence for § € Ay, 0 < k <mn,

E;o:k—l—l |fj|2
1— 82k a2

J=17

c=90

is the solution of (7). Now the theorem follows from Theorem 1.
An

For \y = --- =

arguments.

= 1, Theorem 2 was proved in [8] using more complicated
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Denote by L the linear space of vectors @ = (21, 22,...), ; € C, which satisfy
the condition
>0
> Ailzsl? <o
=1

where 43 > 0 and v; > 0, 7 > 1. Let 2’ be the linear functional on L defined by
the following equality
(2 2) = Z l’j?i
j=1

where |f;| > 0,7 > 1, and
> 3 AP < .
=2

Consider the problem of optimal recovery of the functional =’ on the set BL :=
{zeL: E;il vilz;|*? <1} from information (%1,...,2,) such that

|$]‘—J~}]‘|§5/\]‘, /\]‘>0, J=1...,n.
Put
{ 1L, mfi #0
m =
2, mfi=0.
Theorem 3. Suppose that
AmYm AnYn

Set

k o —1/2
. ::(zwﬂzukr% 3 7}1|fj|2> ke

Lm—1,m = +00, fnt1,m = 0, and Apy := [ftht1,m, fbhm), K =m —1,....n. Then
for 6 € Agm, m — 1 <k <n, the method

k
(9) (2 2) = (m — 1) f, @1 + Z l/jmfjfj,

j=m

where

) —1
_ ’y]‘/\]‘ ZjZk-l-l a7 |fj|2
R ER Sy

Vim = 1

is optimal and

oo k k
e(e',1,BL.8) = | > 7 fil2\ |1 =82 Y i +8 ) Al
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Proof. Consider the case m = 1. Then L is a Hilbert space with the inner product
>0
(@, y)L =Y _i7;T;
i=1

The vectors ey, ea, ...,

0, s+ 7,
(€j)s = { —1/2 7

7] ” SZj,

form a complete orthonormal basis in L. The Fourier coefficients of & are equal to
(z,e;) = \/7;2;. Now we can use Theorem 2 in which we have to replace \; and

f; by 7;/2Aj and 7;1/2]%, respectively.
Suppose that v; = 0. Denote by Lg the space of all vectors x € L for which
x1 = 0. The space Ly is a Hilbert space with the inner product

oo
(l’, y)Lo = Z 7]1;]?]
=2

From Theorem 2 it follows that the method

is optimal for the set BLg, and

oo k k
e(x',1,BLo,6) = | > A7 fi124 1= 02> A2 46 \lfil.
j=2 j=2

J=k+1
From (2) we have
(10) e(2',I,BL,5) = d\|f1| + e(a’, I, BLg,4).

On the other hand, from (3) it follows that for the method (9)

k

e(z',I,BL,§) < su ') — Vim f 2
( 1< s (b= Y v

k

> vimf i

=2

= (S/\1|f1| —|— €($/,I,BLO,(S).

+ 0N |f1]+ sup
EARSRY

=2

In view of (10) the method (9) is optimal for the set BL.
Now assume that f; = 0. Since from (2)

e(z',I,BL,§) = e(a',I,BLy,4),

it sufficies to construct an optimal method for the set BLg. It can be immediately
obtained from Theorem 2. The theorem is proved.
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3. OPTIMAL RECOVERY IN HARDY—SOBOLEV AND BERGMAN—SOBOLEV SPACES

Let W be a shift invariant class of sufficiently smooth and 27-periodic functions.
Consider the problem of optimal recovery of f(s)(t), t € 10,2r), f € W, using

information about the Fourier coefficients
1 2m

= — He e |k <
k= o ; f(t)e ;R <,

given with error at most § in the uniform norm, i.e., by é; such that
ler — x| <6, |k < n.

Denote by e,s(W, §) the intrinsic error for this problem (from (2) it follows that it
does not depend on t).

Let Hy 3 be the space of all 2n-periodic functions analytic in the strip Sz :=
{z€C:|Imz| < B} which satisfy the condition
1/2

1 27
Iz, , == sup (—/ (IF(t + i) + |t —in)]?) dt) < 0.
’ 0<n< g 0

A

The Hardy—Sobolev space ﬁzr,ﬁ is the set of all 27-periodic functions analytic in
the strip S for which e ﬁgﬁ. Set

BHy 5:={f€Hyp: Hf(r)Hf;M <1}, r=01,....

Functions from ﬁ27 3 have finite boundary values almost everywhere and the

space I}gﬁ can be considered as a Hilbert space with the inner product

i, =4 [ (7 + 00077 + gt = imale = 7)) .

It is easy to verify that the functions e;(z) := €Y%, j = 0,41,... form a complete
orthogonal basis in Hs g and HejH% = cosh2j3. Thus f € BH, ; iff
2,8 !

+oo
flz)= D ¢et”
j=—00
and
+oo
Z |cj?5%" cosh 253 < 1.
j=—00

For p = {pj}foo, p; > 0, we introduce the following notation

—1/2
prr(pys) = | > 37 A RTTEpE Y T p! , 1<k<n,
[71<k lil>k
—1/2
/un-l—l,r’(pvs) = 07 MOO(va) = Z p]_1 9 MOr(pr) = ‘I’OO7 r 2 17
7120

Apr(p,5) := [ptkt1,0(0, 8), par (2, 5)), 0 <k <n, r>0,
A_q10(p,s) = [/,Loo(p,s),—l—oo>.
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Using Theorem 3 with Tj = (i7)%e¢¥!, \; = 1 and v; = j*" cosh2j3, we obtain
the following result.

Theorem 4. Let r and s be nonnegative integers such that 0 < s < 2r. Put

pj =cosh2j3, j =0,£1,.... For § € Ay, (p,s) the method

(11) FO) & Y vinlp s, 0)é;(ig) e,
i<k

where

9 (s5—r). —1
Z|j|>k-]2(8 r)p]
L =623 )<k J?"Pi

V]k(pvsv(s)_l_(ﬂ |27’ ° Pj

is optimal for the class Bﬁz’”ﬁ, and

ens(BH} 5,6) = Err(p, s > j2epy \/1 =82 i+ > il

71>k 71 <k 71 <k

Denote by ;{275 the space of all 27-periodic functions analytic in the strip Sp
which satisfy the condition

. 9 f 1/2
17z, , = (m/o /_ﬁlf(t+in)|2dtdn> < 00.

The Bergman—Sobolev space gg 518 the set of all 27-periodic functions analytic in
the strip S for which e zzlvgﬁ. Set

BA; 5 :={f €A, Hf(r)HgM <1}, r=01,....

Consider the problem of optimal recovery of f(s)(t) for the class ngﬁ
12[275 is a Hilbert space with the inner product

27 pf3
F0)a, = ga5 [ [ S+ iy

It can be easily shown that the functions ej(z), j = 0,£1,... form a complete
orthogonal basis in A, g and

sinh 25 ,
HGOHEQ,,@_L IS ‘7HA25_W’ g==x1,£2,....
Therefore f € ngﬁ iff
+oo
flz) = Z cje'’”
j=—0c

and
Z |c]|2 ZTHGJH?ZM <1.
]——oo

Analogously to Theorem 4 we have
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Theorem 5. Let 0 < s < 2r. Put

sinh 2573

I =41,42, ...
238

po=1, pj=
For 6 € Ag,(p,s) the method (11) is an optimal method for the class ngﬁ and

ens(BAY 5,8) = Eyp(p. s,9).

Remark. We need the condition 0 < s < 2r to satisfy (8). For s > 2r optimal

methods of recovery for the classes Bﬁz’”ﬁ and BAj ;5 can be constructed by The-
orem 1.

Almost the same arguments as in Theorem 4 and Theorem 5 enable us to obtain
an optimal method of recovery of f(s)(t), 0 < s < r —1, for the Sobolev class

BW{ which is the set of all real-valued 2r-periodic functions such that f"=1) is
absolutely continuous and

1 2m
— (A2 dt < 1.
o |, |7 ()] dt <

Theorem 6. Let 0 < s <r—1. Putp; =1, =0,41,.... For 6 € Ag,.(p,s) the
method (11) is an optimal method for the class BW, and

ens(BWY,8) = Epr(p, s,6).
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