
OPTIMAL RECOVERY OF VALUES OF FUNCTIONSAND THEIR DERIVATIVES ON THE LINE BYINACCURATE DATA ABOUT THE FOURIERTRANSFORMG. G. MAGARIL-IL'YAEV, K. YU. OSIPENKOAbstract. The problems of the optimal recovery of derivativesof functions from the information about the Fourier transform ofthese functions given inaccurately on the �nite interval or on thewhole line are considered. The problem of S. B. Stechkin aboutapproximation of derivatives by bounded linear functionals whichis closely connected with these problems are also studied. Theexact Kolmogorov-type inequalities for derivatives correspondingto these settings are obtained.1. Statement of the problemsWe begin with the formulation of concrete problems which are stud-ied in this paper and then give the general statement of the optimalrecovery problem for functionals combining these problems. Let S bethe Schwartz space of rapidly decreasing in�nitely di�erentiable func-tions on R, S0 the corresponding space of distributions, F : S0 ! S0 theFourier transform, n 2 N, and 1 � p �1. SetXnp = fx 2 S0 j Fx(�) 2 Lp(R); x(n)(�) 2 L2(R) gand Cnp = fx(�) 2 Xnp j kx(n)(�)kL2(R) � 1 g:The optimal recovery problem of x(k)(� ) where 0 � k < n, � 2 R,on the class Cnp by the information about the Fourier transform Fx(�)given on the interval �� = (��; �), 0 < � � 1, with the error � > 0in the metric Lp(��) is to �nd the valueEp(n; k; �; �) = inf' supx(�)2Cnp ; y(�)2Lp(��)kFx(�)�y(�)kLp(��)�� jx(k)(� )� '(y(�))j(1)(where the in�mum is taken over all functions ' : Lp(��)! C ), whichis called the error of optimal recovery, and a function b', delivering thelower bound in (1), which is called an optimal method of recovery.This research was carried out with the �nancial support of the Russian Foun-dation for Basic Research (grant nos. 02-01-39012 and 02{01{00386), the Presi-dent Grant for State Support of Leading Scienti�c Schools in Russian Federation(grant no. NSH-304.2003.1), and the Program \Universities of Russia" (grant no.UR.04.03.067). 1



2 G. G. MAGARIL-IL'YAEV, K. YU. OSIPENKOIn this paper we also study the problem of best approximation ofx(k)(� ), 0 � k < n, � 2 R, on the class Cnp by the information aboutthe Fourier transform Fx(�) given on the interval �� = (��; �) bylinear continuous functionals on Lp(��) with the norm not greaterthan some �xed positive number N . It is in �nding the valueep(n; k; �;N) = infy� supx(�)2Cnp jx(k)(� )� hy�; Fx(�)ij(2)(where the lower bound is taken over all linear functionals y� on Lp(��)such that ky�k � N), and also a functional by� delivering the lowerbound in (2) which is called extremal.If we put x(�) in (2) instead of Fx(�) then we obtain the classicalproblem of S. B. Stechkin, so (2) is its generalization which we also callthe problem of Stechkin.Now we give the general setting of the optimal recovery problem ofa linear functional on a class of elements by some information aboutelements themselves. Let X be a real or complex linear space and C anonempty subset (a class of elements) of X. For every element x 2 Cwe have available the information I(x) where I is an information mapfrom C into another real or complex linear space Y . In the case whenthe information is given inaccurately I is a multivalued map. Let x0 bea given linear functional on X and � a set of functions ' : Y ! R(C ).The problem of the optimal recovery of the functional x0 on the classC by the information I using functions (methods of recovery) from �is in �nding the valueE(x0; C; I) = inf'2� supx2C;y2I(x) jhx0; xi � '(y)j;(3)which is called the error of optimal recovery (of the functional x0 on Cby the information I) and a method delivering the lower bound in (3)which is called an optimal recovery method.The problems (1) and (2) are contained in this general scheme. Inthe �rst case X = Xnp , C = Cnp , Y = Lp(��), I : Xnp ! Lp(��),Ix(�) = Fx(�)j�� + �BLp(��) (BLp(��) is the unit ball of Lp(��)),hx0; x(�)i = x(k)(� ), and � is the set of all functions on Lp(��).For the second problem X = Xnp , C = Cnp , Y = Lp(��), I : Xnp !Lp(��), Ix(�) = Fx(�)j��, hx0; x(�)i = x(k)(� ), and � = NBY �, whereBY � is the unit ball of the dual space of Y .The problem of optimal recovery of a linear functional on a class ofelements for the case when I is a linear map, dimY <1, and � is theset of all functions from Y to R was stated by S. A. Smolyak [1]. Inthis situation he proved that if C is a convex centrally-symmetric set,then there exists a linear method among optimal methods. Furtherthis problem were generalized and developed in several directions (see[2]{[7]).



RECOVERY OF FUNCTIONS AND THEIR DERIVATIVES 3The problems of optimal recovery of functions and their derivatives inthe L2 metric (that is, the problem of optimal recovery of an operatorand not a functional) by inaccurate Fourier coe�cients (for periodicfunctions) and by inaccurate Fourier transform (for functions de�nedon the line) were studied in [8], [9]. The range of problems connectedwith Stechkin's problem was elucidated in the survey paper [10].In the periodic case for p = 1 an analogue of the problem (1) wasconsidered in [11].2. Statement of the main resultsIn view of the translation invariance of the classes under considera-tion throughout what follows we assume that � = 0. We start with thecase when p =1.Theorem 1. Let � > 0, k; n 2Z, 0 � k < n, 0 < � � 1,b� = ��(2n+ 1)(2n � 2k � 1)2�2(2n � k) � 12n+1 ;and �0 = min(�;b�). ThenE1(n; k; �; �) = �k+10�  �k + 1 +s 12n� 2k � 1 � ��2n+10 � �22n + 1�!and the methodb'(y(�)) = 12� Zjtj<�0(it)k �1� ��jtj2n�k� y(t) dt;(4)where � = ��2n+k0p2n � 2k � 1 � ��2n+10 � �22n+ 1��1=2 ;(5)is optimal.It follows by Theorem 1 that for � � b�E1(n; k; �; �) = K� 2n�2k�12n+1 ;(6)where K = (n+ 1=2) k+12n+1k + 1 � 2n� k�(2n� 2k � 1)�2n�k2n+1 :(7)Thus in the problem under consideration the \saturation" e�ect ofthe optimal recovery error is occured which is in the fact that for a�xed � > 0 the knowledge of the Fourier transform of a function fromCn1 given with the error � in the uniform metric on the intervals largerthan (�b�; b�) does not result in a decrease in the optimal recovery error.Thus the violation of the relation�2�2n+1 � �(2n+ 1)(2n � 2k � 1)2(2n � k)(8)



4 G. G. MAGARIL-IL'YAEV, K. YU. OSIPENKOleads to the fact that the available information turns out to be redun-dant. This fact is apparently important in practical applications whenwe have to take into account that obtaining the additional informationrequires some expense.In view of the translation invariance of the space Xn1 it follows from(6) the following result.Corollary 1. Let k; n 2 Zand 0 � k < n. Then we have the sharpinequality kx(k)(�)kL1(R) � KkFx(�)k 2n�2k�12n+1L1(R) kx(n)(�)k 2k+22n+1L2(R);where the constant K is de�ned by the equation (7).We proceed now to the problem (1) for p = 1. If k > 0 and � <1,we set�(") = 4��2n�1 "2(2n�k�1)�Z "1 (xk � 1)x�2n dx�2"2n�2k�1 Z "1 (xk � 1)2x�2n dx+ (2n � 2k � 1)�1(here and throughout what follows for brevity we do not give the expres-sions for the integrals which can be explicitly calculated). Obviously,the function �(�) is continuous on (1;+1). It is not di�cult to verifythat �(") ! 0 as " ! 1 and �(") ! +1 as " ! +1. Thus, for any� > 0 the equation �(") = �2(9)has a solution from the interval (1;+1).Theorem 2. Let � > 0, k; n 2 N, 0 < k < n, 0 < � � 1. Seta = 8><>:�="�; 0 < � <1;� 2�(2n� 2k � 1)�2(2n � 1)(2n � k � 1)� 12n�1 ; � =1;� = 8>>><>>>:2� �"�� �2n�k�1 Z "�1 (xk � 1)x�2n dx; 0 < � <1;k� 2n�2k�12n�1�(2n� 2k � 1) � 2�(2n� 2k � 1)(2n� 1)(2n � k � 1)� k2n�1 ; � =1;where "� is a solution of (9). ThenE1(n; k; �; �) = � + �2�akand the method b'(y(�)) = 12� Zjtj<� ��(t)y(t) dt;(10)



RECOVERY OF FUNCTIONS AND THEIR DERIVATIVES 5where ��(t) = ((it)k; jtj � a;(ia)k sign tk; a < jtj < �;(11)is optimal. For k = 0E1(n; 0; �; �) = �2� + 1�n�1=2p�(2n� 1)and the method b'(y(�)) = 12� Zjtj<� y(t) dt(12)is optimal.For � =1 it follows from Theorem 2Corollary 2. Let k; n 2Zand 0 � k < n. Then the sharp inequalitykx(k)(�)kL1(R) � K1kFx(�)k 2n�2k�12n�1L1(R) kx(n)(�)k 2k2n�1L2(R)holds, whereK1 = 1(2n � k � 1) k2n�1 � 2n � 12�(2n � 2k � 1)� 2n�k�12n�1 :We proceed now to the case p = 2. If � <1, then put	(h) = 2��2n�2k�1h4n�2k�1 Z �h0 x2k(1 + x2n)�2 dx(�h)2n�2k�1 Z �h0 x2(n+k)(1 + x2n)�2 dx + (2n� 2k � 1)�1 :It is easy to verify that the function 	(�) is continuous on (0;+1),	(h)! 0 as h! 0 and �(h)! +1 as h! +1. Thus, for any � > 0the equation 	(h) = �2(13)has a solution from the interval (0;+1).Theorem 3. Let � > 0, k; n 2 Z, 0 � k < n, 0 < � � 1. If0 < � < 1, then denote by h� a solution of the equation (13), and if� =1, then put h� = � (2k + 1)�22�(2n� 2k � 1)� 12n :Then E2(n; k; �; �) = �2 + 2�h2n�2��hk+1=2� �2Z �h�0 x2k(1 + x2n)�2 dx�1=2



6 G. G. MAGARIL-IL'YAEV, K. YU. OSIPENKOand the method b'(y(�)) = 12� Zjtj<� (it)k1 + (h�t)2ny(t) dtis optimal.For � =1 we haveE2(n; k;1; �) = K2� 2n�2k�12n ;whereK2 = �(2k + 1) sin �2k + 12n ��1=2� 2k + 12�(2n � 2k � 1)� 2n�2k�14n :Hence the sharp inequalitykx(k)(�)kL1(R) � K2kFx(�)k 2n�2k�12nL2(R) kx(n)(�)k 2k+12nL2(R)holds. In view of Parseval's equalitykFx(�)kL2(R) = p2�kx(�)kL2(R)it can be written in the formkx(k)(�)kL1(R) � (2�) 2n�2k�14n K2kx(�)k 2n�2k�12nL2(R) kx(n)(�)k 2k+12nL2(R):This inequality was proved by L. V. Taikov [12].We proceed now to the Stechkin problem of approximation of the k-th derivative of a function from the class Cnp by the information aboutits Fourier transform on the interval �� by using linear functionalswhich have the norm not greater than a �xed positive number N .Theorem 4. Let n; k 2Z, 0 � k < n, 0 < � � 1, N > 0,b�N = ��N(k + 1)(2n + 1)2n � k � 1k+1 ;and �N = min(�;b�N). Thene1(n; k; �;N) = ��n+k+1=2N p� r 12n� 2k � 1 + 2(�;N)2n + 1 ;(14)where (�;N) = max�0; (2n + 1)� 1k + 1 � �N�k+1N �� ;and the functionalhby�; Fx(�)i = 12� Zjtj<�N (it)k 1 � (�;N)� jtj�N�2n�k!Fx(t) dt(15)is extremal.



RECOVERY OF FUNCTIONS AND THEIR DERIVATIVES 7It follows from Theorem 4 that for a �xed N for � � b�N we havee1(n; k; �;N) =r 2k + 22n � 2k � 1 � 2n� k�(k + 1)(2n + 1)� 2n�k2k+2 N� 2n�2k�12k+2 :It means that analogously to the recovery problem in Stechkin's prob-lem under consideration the \saturation" e�ect which is in the factthat for a �xed N the knowledge of the Fourier transform on an in-terval larger than (�b�N ; b�N) does not result in a decrease in the errore1(n; k; �;N) is also observed. Here the analogue of the relation (8) isthe inequality �k+1N � �(k + 1)(2n + 1)2n� k ;which in the case of violation leads to the redundancy of the obtainedinformation about the Fourier transform.Theorem 5. Let n; k 2 N, 0 < k < n, and N > 0. Then for � <1e1(n; k; �;N) = 1p��n�k�1=2�s 2k2"2n�2k�1(2n � 2k � 1)(2n � k � 1)(2n� 1) + 2"�k2n� k � 1 � "�2k2n � 1 ;where " = �(2�N0)1=k ; N0 = min�N; �k2�� ;and the functional(16) hby�; Fx(�)i = 12� Zjtj<(2�N0)1=k(it)kFx(t) dt+N0ik Z(2�N0)1=k�jtj<� sign tkFx(t) dtis extremal. For � =1e1(n; k;1; N) = p2k(2�N)� 2n�2k�12kp�(2n� 1)(2n � k � 1)(2n � 2k � 1)and the functionalhby�; Fx(�)i = 12� Zjtj<(2�N)1=k(it)kFx(t) dt+ N Zjtj�(2�N)1=k ik sign tkFx(t) dt



8 G. G. MAGARIL-IL'YAEV, K. YU. OSIPENKOis extremal. If k = 0, thene1(n; 0; �;N) = 8>>>>><>>>>>:1; 0 < N < 12� ;1�n�1=2p�(2n� 1) ; N � 12�; � <1;0 N � 12�; � =1;moreover, the functionalhby�; Fx(�)i = 12� Zjtj<� Fx(t) dtis extremal.Consider now the Stechkin problem for the case when p = 2. Set
(h) = 12�2h2k+1 Z �h0 x2k(1 + x2n)�2 dx:The function 
(h) is continuous for h 2 (0;+1). Moreover,limh!0
(h) = �2k+12�2(2k + 1) ;and limh!1 
(h) = 0. Therefore, for all0 < N < �k+1=2�p2(2k + 1)the equation 
(h) = N2(17)has a solution.Theorem 6. Let n; k 2 Z, 0 � k < n, and N > 0. Then for all0 < � <1e2(n; k; �;N) =  bh2n�2k�1N � Z �bhN0 x2(k+n)(1 + x2n)2 dx+ ��(2n�2k�1)�(2n� 2k � 1)!1=2 ;where bhN = (hN ; 0 < N < bN;0; N � bN; bN = �k+1=2�p2(2k + 1) ;and hN is a solution of (17). Moreover, the functionalhby�; Fx(�)i = 12� Zjtj<� (it)k1 + (bhN t)2ny(t) dt(18)is extremal. For � =1e2(n; k;1; N) = p2k + 1�4n2 sin �2k + 12n � n2k+1 �2n � 2k � 12�N2 � 2n�2k�12(2k+1)



RECOVERY OF FUNCTIONS AND THEIR DERIVATIVES 9and the functional (18) in whichbhN = 0B@ 2n� 2k � 18�n2N2 sin�2k + 12n 1CA 12k+1is extremal.Note that in the case � = 1 the result stated in this theorem canbe obtained from the paper [12].3. ProofsThe arguments connected with general principals of extremum the-ory underlie proofs of the stated theorems. The main point is in the factthat the problems under consideration here are reduced to some convexproblems for which necessary and su�cient conditions for an admissi-ble point to be a solution of the problem are vanishing of the derivative(or belonging of zero to the subdi�erential) of the Lagrange functionin this point. This condition is some identity. On the other hand, therecovery problem itself is dual to the mentioned convex problems, andtherefore solving them (that is, obtaining the required identity) we alsosolve in general the dual problem (see [13]{[15] for details about suchapproach to the solution of various extremal problems). The followingtheorem is a summarizing result of the mentioned arguments.Theorem 7. Let n; k 2Z, 0 � k < n, 0 < � � 1, � > 0, 1 � p � 1,and for all x(�) 2 Xnp the equlityx(k)(0) = hby�; Fx(�)i+ �ZRx(n)(t)bx(n)(t) dt(19)holds, where by� is some linear continuous functional on Lp(��), � 2R+, and bx(�) 2 Xnp satis�es the following conditions(i) kFbx(�)kLp(��) = �;(ii) kbx(n)(�)kL2(R) = 1;(iii) hby�; Fbx(�)i = �kby�k.Then Ep(n; k; �; �) = � + �kby�k(20)and by� is an optimal method of recovery. Moreover, for Stechkin's prob-lem for N = kby�k ep(n; k; �;N) = �and by� is an extremal functional.



10 G. G. MAGARIL-IL'YAEV, K. YU. OSIPENKOProof. Taking (19) into account we have(21) Ep(n; k; �; �) � supx(�)2Cnp ; y(�)2Lp(��)kFx(�)�y(�)kLp(��)�� jx(k)(0) � hby�; y(�)ij� supx(�)2Cnp jx(k)(0) � hby�; Fx(�)ij+ �kby�k = � + �kby�k:On the other hand, in view of (i) for any recovery methof '(y(�)) wehave2jbx(k)(0)j � jbx(k)(0)� '(0)j+ j � bx(k)(0)� '(0)j� 2 supx(�)2Cnp ; y(�)2Lp(��)kFx(�)�y(�)kLp(��)�� jx(k)(0)� '(y(�))j:Hence Ep(n; k; �; �) � jbx(k)(0)j. Taking (19), (ii), and (iii) into accountwe obtainEp(n; k; �; �) � jbx(k)(0)j = ��hby�; Fbx(�)i+ �kbx(n)(�)kL2(R)�� = � + �kby�k:It follows from this inequality and (21) inequality (20) and the opti-mality of the method by�.We now proceed to the Stechkin problem. As was proved in theoptimal recovery problem among all optimal methods there exists amethod de�ned by a linear continuous functional, thereforeEp(n; k; �; �) = infN>0 infky�k�N supx(�)2Cnp ; y(�)2Lp(��)kFx(�)�y(�)kLp(��)�� jx(k)(0)� hy�; y(�)ij� infky�k�N supx(�)2Cnp jx(k)(0)� hy�; Fx(�)ij+ �N = ep(n; k; �;N) + �N:Consequently, for all N > 0ep(n; k; �;N) � Ep(n; k; �; �)� �N:(22)Hence from (20) for N = kby�k we obtainep(n; k; �;N) � �:On the other hand, in view of (19) we haveep(n; k; �;N) � supx(�)2Cnp jx(k)(0)� hby�; Fx(�)ij = �:Proof of Theorem 1. Let us prove that for all x(�) 2 Xn1 the equality(23) x(k)(0) = 12� Zjtj<�0(it)k �1 � ��jtj2n�k�Fx(t) dt+ �ZRx(n)(t)bx(n)(t) dt



RECOVERY OF FUNCTIONS AND THEIR DERIVATIVES 11holds, where the function bx(�) 2 Xn1 is such thatFbx(t) = 8><>:(�i)k� sign tk; jtj < �0;(�i)k�t2n�k ; jtj � �0:By the Plancherel theorem we haveZRx(n)(t)bx(n)(t) dt = 12� ZRt2nFx(t)Fbx(t) dt:(24)Therefore,12� Zjtj<�0(it)k �1 � ��jtj2n�k�Fx(t) dt+ �ZRx(n)(t)bx(n)(t) dt= 12� Zjtj<�0 �(it)k �1� ��jtj2n�k�+ �t2nik� sign tk�Fx(t) dt+ 12� Zjtj��0(it)kFx(t) dt = 12� ZR(it)kFx(t) dt = x(k)(0):The equality kbx(n)(�)kL2(R) = 1 is easily veri�ed. Let us prove thatkFbx(�)kL1(��) = �. For �0 � � it is immediately follows from thede�nition of Fbx(�). Let �0 < �. Then �0 = b� and it is not di�cultto verify that (�b�2n�k)�1 = �. Thus, jFbx(t)j � � for jtj � b�. We nowverify the ful�lment of the condition (iii) of Theorem 7. We havehby�; Fbx(�)i = �2� Zjtj<�0 jtjk �1 � ��jtj2n�k� dt:(25)Let us prove that 1���jtj2n�k > 0 for jtj < �0. In view of the de�nitionof �0 we have�2�2n+10 2(2n � k) � �2b�2n+12(2n� k) = �(2n+ 1)(2n � 2k � 1):Hence�2�2n+10 (2n + 1) � (2n� 2k � 1)(�(2n + 1)� �2�2n+10 )= ��2n+2k+10 (2n + 1)��2;that is, ���2n�k0 � 1. Thus, for jtj < �0, 1���jtj2n�k > 1����2n�k0 � 0.Consequently, the right-hand side of (25) is equal to �kby�k. To completethe proof it remains to apply Theorem 7.Proof of Theorem 2. First of all, we consider the case 0 < k < n. Weprove that for all x(�) 2 Xn1 the equalityx(k)(0) = 12� ZR��(t)Fx(t) dt+ �ZRx(n)(t)bx(n)(t) dt(26)



12 G. G. MAGARIL-IL'YAEV, K. YU. OSIPENKOholds, where the function bx(�) 2 Xn1 is such thatFbx(t) =8>>><>>>:0; jtj � a;(�i)k jtjk � ak�t2n sign tk; a < jtj < �;(it)k�t2n ; jtj � �:Indeed, taking (24) into account we have12� Zjtj<� ��(t)Fx(t) dt+�ZRx(n)(t)bx(n)(t) dt = 12� Zjtj�a(it)kFx(t) dt+ 12� Za<jtj<� �(ia)k sign tk + ik(jtjk � ak) sign tk�Fx(t) dt+ 12� Zjtj��(it)kFx(t) dt = 12� ZR(it)kFx(t) dt = x(k)(0):By direct calculations one can verify that the equationskFbx(�)kL1(��) = �; kbx(n)(�)kL2(R) = 1(27)hold. It remains to apply Theorem 7.Assume now that k = 0. If � =1, then in view of the equalityx(0) = 12� ZRFx(t) dtconsidering any function bx(�) satisfying the conditions kFbx(�)kL1(R) =�, kbx(n)(�)kL2(R) = 1, and applying Theorem 7, we obtain the assertionof the theorem for k = 0 and � =1.The case k = 0, � < 1 requires an individual consideration. Forsu�ciently small " > 0 de�ne the function bx"(�) 2 Xn1 so thatFbx"(t) = 8>>>><>>>>:0; jtj � ";c1t2n ; " < jtj < �;c2t2n ; jtj � �:Puttingc1 = (2n � 1)�2 � 1"2n�1 � 1�2n�1��1 ;c2 = p2n� 1�n�1=2 � � (2n� 1)�24 � 1"2n�1 � 1�2n�1��1!1=2



RECOVERY OF FUNCTIONS AND THEIR DERIVATIVES 13it is not di�cult to verify that for the function bx"(�) conditions (27)hold. Similarly to the proof of Theorem 7 it can be shown thatE1(n; 0; �; �) � jbx"(0)j = 12� ZRFbx"(t) dt= 12� Zjtj<� Fbx"(t) dt+ 1� Z 1� c2t2n dt = �2� + c2�2n�1�(2n� 1) :By tending " to zero we obtain the estimateE1(n; 0; �; �) � �2� + 1�n�1=2p�(2n� 1) :On the other hand, for the method de�ned by (12) we haveE1(n; 0; �; �) � supx(�)2Cn1 ; y(�)2L1(��)kFx(�)�y(�)kL1(��)�� ����x(0)� 12� Zjtj<� y(t) dt����� supx(�)2Cn1 ����x(0)� 12� Zjtj<� Fx(t) dt����+ �2�= �2�+ supx(�)2Cn1 1� Z 1� jFx(t)j dt � �2�+1�sZ 1� t2njFx(t)j2 dtsZ 1� dtt2n� �2� + 1�n�1=2p�(2n� 1) :The proof of Theorem 3 is carried out by the same scheme as inTheorems 1 and 2 using the identityx(k)(0) = 12� Zjtj<� (it)k1 + (h�t)2nFx(t) dt+ �ZRx(n)(t)bx(n)(t) dt;in which � = h2n�k�1=2� � �2Z �h�0 x2k(1 + x2n)�2 dx�1=2 ;and the function bx(�) 2 Xn2 is such thatFbx(t) =8>><>>:h2n�� (it)k1 + (h�t)2n ; jtj < �;(�i)k� tk�2n; jtj � �:Proof of Theorem 4. Denote by N(�) the norm of the linear functional(4) (as a functional on L1(��)). We haveN(�) = 1� � �k+10k + 1 � �� �2n+102n+ 1� ;



14 G. G. MAGARIL-IL'YAEV, K. YU. OSIPENKOwhere �0 = 8>><>>:�; 0 < � � �0;��(2n+ 1)(2n � 2k � 1)2�2(2n � k) � 12n+1 ; � > �0;�0 = ��n�1=2s�(2n+ 1)(2n� 2k � 1)2(2n � k) :Thus, taking (5) into account for 0 < � � �0N(�) = �k+1� 0BBB@ 1k + 1 � �� ��2n+1 � �22n + 1��1=2(2n+ 1)p2n � 2k � 1 1CCCA :It is not di�cult to verify that for 0 < � � �0 the function N(�)monotonically decreases from N2 to N1, whereN2 = �k+1�(k + 1) ; N1 = �k+1(2n� k)�(k + 1)(2n + 1) :Consequently, for N1 � N < N2 the equation N(�) = N has the uniquesolution �N = ��n�1=2s �(2n+ 1)(2n � 2k � 1)(2n+ 1)�2(�;N) + 2n� 2k � 1 :Moreover, taking into account that for N1 � N < N2, �N = �, itfollows by Theorem 7 that an extremal functional has the form (15).If � � �0, thenN(�) = ��(2n+ 1)(2n � 2k � 1)2�2(2n � k) � k+12n+1 2n� k�(k + 1)(2n + 1) :For � � �0 the function N(�) monotonically decreases from N1 to 0.Hence for all 0 < N � N1 there exists the unique solution of theequation N(�) = N given by the equality�N =pn� k � 1=2� 2n� k�(2n+ 1)� 2n�k2k+2 � 1(k + 1)N�2n+12k+2 :For 0 < N � N1, �N = b�N and an extremal functional has againthe form (15). The expression for e1(n; k; �;N) for 0 < N < N2 isobtained accordingly Theorem 7 by substitution in (5) � = �N .Assume now that N � N2. Then it follows from (22) that for all� > 0 e1(n; k; �;N) � E1(n; k; �; �)� �N:



RECOVERY OF FUNCTIONS AND THEIR DERIVATIVES 15Tending � to zero we obtaine1(n; k; �;N) � 1�n�k�1=2p�(2n� 2k � 1) :The immediate estimate of the functional (15) which for N � N2 hasthe form hby�; Fx(�)i = 12� Zjtj<�(it)kFx(t) dt(28)(its norm is equal to N2) gives us(29) jx(k)(0)� hby�; Fx(�)i � 12� Zjtj�� jtjkjFx(t)j dt= 12� Zjtj�� jtjnjFx(t)jjtjk�n dt� 12�sZjtj�� jtj2njFx(t)j2 dtsZjtj�� jtj2k�2n dt� 1�n�k�1=2p�(2n� 2k � 1) :Proof of Theorem 5. Let k > 0, 0 < � < 1, " 2 (1;+1), and � isde�ned by (9). Denote by N(") the norm of the linear functional (10)(as a functional on L1(��)). We haveN(") = �k2�"k :Therefore for 0 < N < �k=(2�) taking (26) into account the statementof the theorem follows immediately from Theorem 7. If N � �k=(2�),then it follows from (22) that for all � > 0e1(n; k; �;N) � E1(n; k; �; �)� �N:Tending " to one (in this case � ! 0) we obtaine1(n; k; �;N) � 1�n�k�1=2p�(2n� 2k � 1) :For N � �k=(2�) the functional (16) has the form (28). Taking intoaccount the estimate (29) we havee1(n; k; �;N) � 1�n�k�1=2p�(2n� 2k � 1) :For k > 0 and � =1 the norm of the linear functional (10) is equalto N(�) = 12� � 2�(2n� 2k � 1)�2(2n � 1)(2n � k � 1)� k2n�1 :
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