
OPTIMAL RECOVERY OF PERIODIC FUNCTIONSFROM FOURIER COEFFICIENTS GIVEN WITH AN ERRORK. Yu. OsipenkoAbstract. We construct optimal methods of recovery of 2�-periodic functions an-alytic in a strip and its derivatives at a point t 2 [0; 2�), using information about theFourier coe�cients given with an error in the uniform norm. The same problem issolved for the Sobolev space fW r2 .1. IntroductionLet X and Y be linear spaces over the �eld K = R or C , W � X and U � Ybalanced convex sets and I : W ! Y a linear operator. Denote by X 0 the set of alllinear functionals on X. We consider the problem of optimal recovery of < x0; x >where x0 2 X 0 and x 2 W , using information about approximate values of theoperator I. A method of recovery is any function ' : Y ! K. The value(1) e(x0; I;W;U) := inf' supx2W supy2YIx�y2U j < x0; x > �'(y)jis called the intrinsic error in the recovery problem. Any '0 for whiche(x0; I;W;U) = supx2W supy2YIx�y2U j < x0; x > �'0(y)jis said to be an optimal method.Many examples and other settings of optimal recovery problems can be foundin [1]{[6]. It follows from Magaril-Il'yaev and Osipenko [6] that there is a linearoptimal method '0(y) =< y0; y >, y0 2 Y 0, and the following equality(2) e(x0; I;W;U) = supx2WIx2U j < x0; x > jholds. On the other hand, since U and W are balanced, we have(3) e(x0; I;W;U) = infy02Y 0 supx2Wz2U j < x0; x > � < y0; Ix� z > j= infy02Y 0� supx2W j < x0; x > � < y0; Ix > j+ supz2U j < y0; z > j� :The research was supported in part by Russian Foundation of Fundamental Research (Grant93{01{00237) and by the International Scienti�c Fund (Grant MR 1000) Typeset by AMS-TEX1



2 K. YU. OSIPENKOIn this paper, we consider the problem of optimal recovery of 2�-periodic func-tions analytic in a strip and its derivatives from the Hardy{Sobolev and Bergman{Sobolev spaces based on the information about Fourier coe�cients given with anerror in the uniform norm. We also obtain an optimal method of recovery in theanalogous problem for the Sobolev space fW r2 .A similar problem for the estimation of functions in the L2-norm was consideredin Melkman and Micchelli [4]. The case when the l2-norm is used to measurethe error in the Fourier coe�cients was analyzed by Micchelli and Rivlin [1]. InBoyanov [7] the problem of optimal recovery of periodic functions from the Sobolevspace fW rq , 1 � q � 1, was solved for the case when the Fourier coe�cients areknown exactly. 2. Optimal recovery in Hilbert spacesfrom inaccurate Fourier coefficientsLet X be a Hilbert space and e1; e2; : : : a complete orthonormal system in X.For x 2 X denote by xj := (x; ej ) the Fourier coe�cients of x. Consider theproblem (1) for W = BX := fx 2 X : kxk � 1 g, < x0; x >= (x; f), f 2 X,jfj j > 0, j = 1; 2; : : : , Ix = (x1; : : : ; xn) andU = f y = (y1; : : : ; yn) : jyj j � �j ; j = 1; : : : ; n g:Thus we consider the problem of optimal recovery of the linear functional (x; f)from approximate Fourier coe�cients (~x1; : : : ; ~xn) such thatjxj � ~xj j � �j ; j = 1; : : : ; n:In this case the intrinsic error will be denoted by e(f; I;BX; �).For a 2 R put a+ := � a; a > 00; a � 0:Theorem 1. Let � 2 (0; kfk] be a solution of the equation(4) kfk2 � nXj=1 �jfj j2 � �2�2j �+ � �2 = 0:Then(5) (x; f) � nXj=1 �1� ��j jfj j�1�+ f j ~xjis an optimal method of recovery ande(f; I;BX; �) = �+ nXj=1 �j (jfj j � ��j)+ :



OPTIMAL RECOVERY OF PERIODIC FUNCTIONS 3Proof. First we show that the equation (4) has a solution � 2 (0; kfk]. Denote by'(�) the function on the left hand side of (4). This function is continuous for all� � 0. Moreover, '(0) = kfk2 � nXj=1 jfj j2 > 0:Since '(kfk) < 0, there exists a � 2 (0; kfk] which is a solution of (4).For such � consider the method (5). In view of (3) we havee(f; I;BX; �) � supx2BX �����(x; f) � nXj=1 �1� ��j jfj j�1�+ f jxj �����+ nXj=1 �j jfj j �1� ��j jfj j�1�+ = supx2BX(x; f�) + nXj=1 �j (jfj j � ��j)+where (f�)j = ( fj ; j � n+ 1fj � fj �1� ��j jfj j�1�+ ; 1 � j � n:It can be easily shown thatkf�k2 = kfk2 � nXj=1 �jfj j2 � �2�2j �+ = �2:Consequently e(f; I;BX; �) � �+ nXj=1 �j (jfj j � ��j)+ :Put x0 := f�kf�k = ��1f�:Let 1 � j � n. If 1� ��j jfj j�1 > 0 thenj(x0)j j = ��1j(f�)j j = �j :If 1� ��j jfj j�1 � 0 then j(x0)j j = ��1jfj j � �j :Thus Ix0 2 U . Using (2) we obtaine(f; I;BX; �) � j(x0; f)j = ��1 kfk2 � nXj=1 jfj j2 �1� ��j jfj j�1�+!= ��1 kfk2 � nXj=1 (jfj j+ ��j) (jfj j � ��j)+ + � nXj=1 �j (jfj j � ��j)+!= �+ nXj=1 �j (jfj j � ��j)+ :This completes the proof of the theorem.Now let �j = ��j , �j > 0, j = 1; : : : ; n, and � � 0.



4 K. YU. OSIPENKOTheorem 2. Suppose that jf1j��11 � � � � � jfnj��1n :Set �k :=  kXj=1 �2j + jfkj�2�2k 1Xj=k+1 jfj j2!�1=2 ; k = 1; : : : ; n;�0 := +1, �n+1 := 0, and �k := [�k+1; �k), k = 0; : : : ; n. Then for � 2 �k,0 � k � n, the method(x; f) � kXj=10@1� � �jjfj jvuut P1j=k+1 jfj j21� �2Pkj=1 �2j 1A f j ~xjis optimal ande(f; I;BX; �) =vuut 1Xj=k+1 jfj j2vuut1� �2 kXj=1 �2j + � kXj=1 �j jfj j:Proof. The equation (4) now takes the following form(6) kfk2 � nXj=1 �jfj j2 � �2�2�2j �+ � �2 = 0:If � = 0, then the solution of (6) is evident and the theorem follows from Theorem 1immediately. If � > 0, then (6) is equivalent to the equation(7) c2kfk2 �Pnj=1 �jfj j2 � c2�2j�+ = �2where c = ��. Denote by '(c) the function on the left hand side of (7). It is easyto show that '(c) is monotonically increasing for c � 0. Furthemore,' �jfkj��1k � = �2k; k = 1; : : : ; n:Hence for � 2 �k, 0 � k � n, c = �vuut P1j=k+1 jfj j21� �2Pkj=1 �2jis the solution of (7). Now the theorem follows from Theorem 1.For �1 = � � � = �n = 1, Theorem 2 was proved in [8] using more complicatedarguments.



OPTIMAL RECOVERY OF PERIODIC FUNCTIONS 5Denote by L the linear space of vectors x = (x1; x2; : : : ), xj 2 C , which satisfythe condition 1Xj=1 jjxj j2 <1where 1 � 0 and j > 0, j > 1. Let x0 be the linear functional on L de�ned bythe following equality hx0; xi := 1Xj=1 xjf jwhere jfj j > 0, j > 1, and 1Xj=2 �1j jfj j2 <1:Consider the problem of optimal recovery of the functional x0 on the set BL :=fx 2 L :P1j=1 j jxj j2 � 1 g from information (~x1; : : : ; ~xn) such thatjxj � ~xj j � ��j ; �j > 0; j = 1; : : : ; n:Put m := � 1; 1f1 6= 02; 1f1 = 0:Theorem 3. Suppose that(8) jfmj�mm � � � � � jfnj�nn :Set �km :=  kXj=m j�2j + 2kjfkj�2�2k 1Xj=k+1 �1j jfj j2!�1=2 ; k = m; : : : ; n;�m�1;m := +1, �n+1;m := 0, and �km := [�k+1;m; �km), k = m � 1; : : : ; n. Thenfor � 2 �km, m� 1 � k � n, the method(9) hx0; xi � (m� 1)f1~x1 + kXj=m �jmf j ~xj ;where �jm = 1� � j�jjfj j vuut P1j=k+1 �1j jfj j21� �2Pkj=m j�2j ;is optimal ande(x0; I;BL; �) =vuut 1Xj=k+1 �1j jfj j2vuut1� �2 kXj=m j�2j + � kXj=m �j jfj j:



6 K. YU. OSIPENKOProof. Consider the case m = 1. Then L is a Hilbert space with the inner product(x; y)L := 1Xj=1 jxjyj :The vectors e1; e2; : : : , (ej)s := ( 0; s 6= j;�1=2j ; s = j;form a complete orthonormal basis in L. The Fourier coe�cients of x are equal to(x; ej ) = pjxj . Now we can use Theorem 2 in which we have to replace �j andfj by 1=2j �j and �1=2j fj , respectively.Suppose that 1 = 0. Denote by L0 the space of all vectors x 2 L for whichx1 = 0. The space L0 is a Hilbert space with the inner product(x; y)L0 := 1Xj=2 jxjyj :From Theorem 2 it follows that the methodhx0; xi � kXj=2 �jmf j ~xjis optimal for the set BL0, ande(x0; I;BL0; �) =vuut 1Xj=k+1 �1j jfj j2vuut1� �2 kXj=2 j�2j + � kXj=2 �j jfj j:From (2) we have(10) e(x0; I;BL; �) = ��1jf1j+ e(x0; I;BL0; �):On the other hand, from (3) it follows that for the method (9)e(x0; I;BL; �) � supx2BL0 �����hx0; xi � kXj=2 �jmf jxj�����+ ��1jf1j+ supjzj j���j ����� kXj=2 �jmf jzj�����= ��1jf1j+ e(x0; I;BL0; �):In view of (10) the method (9) is optimal for the set BL.Now assume that f1 = 0. Since from (2)e(x0; I;BL; �) = e(x0; I;BL0; �);it su�cies to construct an optimal method for the set BL0. It can be immediatelyobtained from Theorem 2. The theorem is proved.



OPTIMAL RECOVERY OF PERIODIC FUNCTIONS 73. Optimal recovery in Hardy{Sobolev and Bergman{Sobolev spacesLet W be a shift invariant class of su�ciently smooth and 2�-periodic functions.Consider the problem of optimal recovery of f (s)(t), t 2 [0; 2�), f 2 W , usinginformation about the Fourier coe�cientsck = 12� Z 2�0 f(t)e�ikt dt; jkj � n;given with error at most � in the uniform norm, i.e., by ~ck such thatjck � ~ckj � �; jkj � n:Denote by ens(W; �) the intrinsic error for this problem (from (2) it follows that itdoes not depend on t).Let eH2;� be the space of all 2�-periodic functions analytic in the strip S� :=f z 2 C : j Im zj < � g which satisfy the conditionkfk eH2;� := sup0��<�� 14� Z 2�0 �jf(t + i�)j2 + jf(t � i�)j2� dt�1=2 <1:The Hardy{Sobolev space eHr2;� is the set of all 2�-periodic functions analytic inthe strip S� for which f (r) 2 eH2;�. SetB eHr2;� := f f 2 eHr2;� : kf (r)k eH2;� � 1 g; r = 0; 1; : : : :Functions from eH2;� have �nite boundary values almost everywhere and thespace eH2;� can be considered as a Hilbert space with the inner product(f; g) eH2;� := 14� Z 2�0 �f(t + i�)g(t+ i�) + f(t � i�)g(t � i�)� dt:It is easy to verify that the functions ej(z) := eijz , j = 0;�1; : : : form a completeorthogonal basis in eH2;� and kejk2eH2;� = cosh 2j�. Thus f 2 B eHr2;� i�f(z) = +1Xj=�1 cjeijzand +1Xj=�1 jcj j2j2r cosh 2j� � 1:For p = fpjg+1�1, pj > 0, we introduce the following notation�kr(p; s) := 0@Xjjj�k j2rpj + k4r�2sp2k Xjjj>k j2(s�r)p�1j 1A�1=2 ; 1 � k � n;�n+1;r(p; s) := 0; �00(p; s) := 0@Xjjj�0 p�1j 1A�1=2 ; �0r(p; s) := +1; r � 1;�kr(p; s) := ��k+1;r(p; s); �kr(p; s)�; 0 � k � n; r � 0;��1;0(p; s) := ��00(p; s);+1�:



8 K. YU. OSIPENKOUsing Theorem 3 with f j = (ij)seijt, �j = 1 and j = j2r cosh2j�, we obtainthe following result.Theorem 4. Let r and s be nonnegative integers such that 0 � s � 2r. Putpj = cosh 2j�, j = 0;�1; : : : . For � 2 �kr(p; s) the method(11) f (s)(t) � Xjjj�k �jk(p; s; �)~cj (ij)seijt;where �jk(p; s; �) = 1� �jjj2r�spjvuut Pjjj>k j2(s�r)p�1j1� �2Pjjj�k j2rpj ;is optimal for the class B eHr2;�, andens(B eHr2;�; �) = Ekr(p; s; �) :=sXjjj>k j2(s�r)p�1j s1� �2 Xjjj�k j2rpj + � Xjjj�k jjjs:Denote by eA2;� the space of all 2�-periodic functions analytic in the strip S�which satisfy the conditionkfk eA2;� :=  14�� Z 2�0 Z ��� jf(t + i�)j2 dtd�!1=2 <1:The Bergman{Sobolev space eAr2;� is the set of all 2�-periodic functions analytic inthe strip S� for which f (r) 2 eA2;�. SetB eAr2;� := f f 2 eAr2;� : kf (r)k eA2;� � 1 g; r = 0; 1; : : : :Consider the problem of optimal recovery of f (s)(t) for the class B eAr2;�.eA2;� is a Hilbert space with the inner product(f; g) eA2;� := 14�� Z 2�0 Z ��� f(t + i�)g(t+ i�) dtd�:It can be easily shown that the functions ej(z), j = 0;�1; : : : form a completeorthogonal basis in eA2;� andke0k eA2;� = 1; kejk2eA2;� = sinh2j�2j� ; j = �1;�2; : : : :Therefore f 2 B eAr2;� i� f(z) = +1Xj=�1 cjeijzand +1Xj=�1 jcjj2j2rkejk2eA2;� � 1:Analogously to Theorem 4 we have



OPTIMAL RECOVERY OF PERIODIC FUNCTIONS 9Theorem 5. Let 0 � s � 2r. Putp0 = 1; pj = sinh2j�2j� ; j = �1;�2; : : : :For � 2 �kr(p; s) the method (11) is an optimal method for the class B eAr2;� andens(B eAr2;� ; �) = Ekr(p; s; �):Remark. We need the condition 0 � s � 2r to satisfy (8). For s > 2r optimalmethods of recovery for the classes B eHr2;� and B eAr2;� can be constructed by The-orem 1.Almost the same arguments as in Theorem 4 and Theorem 5 enable us to obtainan optimal method of recovery of f (s)(t), 0 � s � r � 1, for the Sobolev classBfW r2 which is the set of all real-valued 2�-periodic functions such that f (r�1) isabsolutely continuous and 12� Z 2�0 jf (r)(t)j2 dt � 1:Theorem 6. Let 0 � s � r � 1. Put pj = 1, j = 0;�1; : : : . For � 2 �kr(p; s) themethod (11) is an optimal method for the class BfW r2 andens(BfW r2 ; �) = Ekr(p; s; �):References1. C. A. Micchelli and T. J. Rivlin, A survey of optimal recovery, Optimal Estimation in Ap-proximation Theory (C. A. Micchelli and T. J. Rivlin, eds.), Plenum Press, Ney York, 1977,pp. 1{54.2. C. A. Micchelli and T. J. Rivlin, Lectures on optimal recovery, Lect. Notes Math. 1129 (1985),21{93.3. J. F. Traub and H. Wo�zniakowski, A General Theory of Optimal Algorithms, Academic Press,New York, 1980.4. A. A. Melkman and C. A. Micchelli, Optimal estimation of linear operators in Hilbert spacesfrom inaccurate data, SIAM J. Numer. Anal. 16 (1979), 87{105.5. J. F. Traub, G. W. Wasilkowski and H. Wo�zniakowski, Information-Based Complexity, Aca-demic Press, New York, 1988.6. G. G. Magaril-Il'yaev and K. Yu. Osipenko, Optimal recovery of functionals based on in-accurate data, Mat. Zametki 50 (1991), 85{93; English transl. in Math. Notes 50 (1991),1274{1279.7. B. D. Bojanov, Best reconstruction of di�erentiable periodic functions from their Foureircoe�cients, Serdica 2 (1976), 300{304. (Russian)8. K. Yu. Osipenko, Best approximation methods and the order of informativeness of systems,Mat. Sb 111 (1980), 532{556; English transl. in Math. USSR Sb. 39 (1981), 479{500.Department of Mathematics, Moscow State University of Aviation Technology,Moscow, Russia, 103767


