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 2003 by Magaril-Il'yaev, Osipenko, Tikhomirov.Inde�nite knowledge about an objectand accuracy of its recovery methodsG. G. Magaril-Il'yaev, K. Yu. Osipenko, and V. M. Tikhomirov1Received ,Abstract|An approach to the problem of optimal recovery of functionals and operators onclasses of functions under the conditions of in�nite knowledge of functions themselves is dis-cussed. The capabilities of this approach are demonstrated in a number of examples. In theend of the paper a general result about optimal recovery of linear functionals is given.1. INTRODUCTIONMany aspects of human activity are connected with the fact that a man has to judge aboutobjects under investigations using incomplete and/or inaccurate information about them. As arule, it is impossible to recover an object exactly from such information so an inde�niteness isappeared usually in the form of some region where the object may be found. Sometimes makingmore precise the input information we may approach to the object closer and closer (in this caseone may consider the object as \knowable") but the \price" of such cognoscibility quite often turnsout excessively high.For a long time it was assumed that the world is knowable but it is not insisted on it nowsince there were found fundamental bounds of cognoscibility (in mathematical logic, in quantummechanics, and so on). On the other hand, if there is some information, then we want to restrictbounds of inde�niteness at most using this information as much as possible. For this purpose somemethods of recovery of an object by the information which we have at our disposal are applied. If amethod of recovery gives the bounds for an object which coincide with its measure of inde�nitenessfor a given information, then one may say about the optimality of this recovery method.Andrei Nikolaevich Kolmogorov was interested in such problems during all his creative life andin any case he faced with them in his scienti�c activity (in theory of probability, in informationtheory, in theory of �ring, and in many other problems). Several of quantities introduced by him(for example, "-capacity and "-entropy) are the characteristics of measures of inde�niteness and hisresults on extrapolation of stochastic processes led to appropriate optimal methods of recovery.In this paper for a su�ciently extensive class of problems (quite natural from the applicationstandpoint) the notion of optimality of recovery method from various types of information is intro-duced. This approach is demonstrated on a number of examples having an illustrative nature andgiven to show a variety of problems covering by the proposed setting.2. STATEMENT OF THE PROBLEMSThe general statement of the problems of inde�niteness and recovery discussed here is in �ndingof values of a given functional or operator at some functions. We have two types of informationabout these functions. One of them is \global" described the class of functions which may occur1 This research was supported in part by the Russian Foundation for Basic Research, project nos. 00{15{96109 and 02{01{00386, and Program \Universities of Russia" (grant no. UR.04.03.013)0032-9460/03/3901-0118 $25.00 c
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INDEFINITE KNOWLEDGE AND ACCURACY 119and other is \local" (individual) connected with the characterization of an individual function.Usually classes connected with the properties of smoothness or analyticity of included functions.Generally the local information is in the fact that some characteristics of a function (for example,values at some points, moments, Fourier or Taylor coe�cients, Fourier transform, and so on) areavailable to a researcher. This information may be given accurately or inaccurately. By these twotypes of information the estimation of inde�niteness of a function or operator value is given and amethod of its recovery is constructed. We proceed now to precise statements.Let C be a set (class) and f : C ! Z be a map where (Z; d) is a metric space. The fact that anelement belongs to the class C is the \global" information about it. Moreover, there is the \local"(individual) information about it which is in the fact that we know a map (in general, a multivaluedmap which corresponds to inaccurate information) F : C ! Y where Y is some set. The map F iscalled the information operator.The problem is in recovering of the value f(x), x 2 C, by the information y 2 F (x) as good aspossible.The examples are the problems of recovering of a function value at some point from it values atother points or from Fourier coe�cients, or the problem of recovering of an integral of a function,or its derivative at some point, or recovering of a function itself by the same or other information.Let us explain the sense which we mean by the words \to recover as good as possible".Any map m : F (�)! Z is called a method of recovery. The error of such method is the quantitye(f; C; F;m) = supx2C; y2F (x)d(f(x); m(y))and the error of optimal recovery (f on C by F ), which we denote by E(f; C; F ), is de�ned as asolution of the following extremal problem:inf e(f; C; F;m); (1)where the in�mum is taking over all maps m : F (�) ! Z. A method bm for which the in�mumin (1) is attained is called an optimal method of recovery. It may occur that there is a possibilityto use various types of information, that is, we have a set of information maps F . Then by theproblem of choosing of optimal information we mean the problem of �nding the valueE(f; C;F) = infF2FE(f; C; F ):For the �rst time the problem of optimal recovery was stated by S. A. Smolyak [1] for the casewhen C is a convex balanced (that is, C = �C for all � such that j�j = 1) subset of a linear spaceX , Y is a �nite-dimensional linear space, f is a linear functional on X , and F : X ! Y is a linearmap. Smolyak proved that in this case there exists a linear method among optimal methods. Lateron the problems concerned with optimal recovery were intensively developed (see [2]{[7]). Theresults related to the class of problems considered in the present paper may be found in [8]{[10]where, in particular, various generalization of most examples being discussed below are given.3. EXAMPLES1. Recovery of a function at a point by its values at other points. Denote byW 11([�1; 1]) the class of real functions x(�) de�ned on the interval [�1; 1] absolutely continuousand satisfying the condition jx0(t)j � 1; for almost all t 2 [�1; 1]:PROBLEMS OF INFORMATION TRANSMISSION Vol. 39 No. 1 2003



120 MAGARIL-IL'YAEV, OSIPENKO, TIKHOMIROVLet �1 � t1 < : : : < tn � 1. Consider the problem of optimal recovery of the value of a functionx(�) 2 W 11([�1; 1]) at a point � 2 [�1; 1] by its values at the points �t = (t1; : : : ; tn). In accordancewith the general setting we have here C = W 11([�1; 1]), Z = R, f(x(�)) = x(�), Y = Rn, andF�t : C ! Y , F�tx(�) = (x(t1); : : : ; x(tn)).Any functions m : Rn ! R are admitted as recovery methods. The error of a given method mis the value e(x(�);W 11([�1; 1]); F�t; m) = supx(�)2W 11([�1;1]) jx(�)�m(F�tx(�))j;and the error of optimal recovery is the valueE(x(�);W 11([�1; 1]); F�t) = infm : Rn!RE(x(�);W 11([�1; 1]); F�t; m):Let us �nd this value and also an optimal method of recovery.Denote by �(t) the nearest point to t from the set ft1; : : : ; tng (in the case when t is in themiddle between ti and ti+1 for de�niteness we set �(t) = ti). Setbx(t) = jt� �(t)j:It is obvious that bx(�) 2 W 11([�1; 1]), �bx(�) 2 W 11([�1; 1]), and F�tbx(�) = F�t(�bx(�)) = 0. For anymethod m we have2bx(�) � jbx(�)�m(0)j+ j � bx(�)�m(0)j � 2e(x(�);W 11([�1; 1]); F�t; m):Hence E(x(�);W 11([�1; 1]); F�t) � bx(�):Let �(�) = tk, 1 � k � n. De�ne the method bm by the equality bm(y) = yk, y = (y1; : : : ; yn).Then for any function x(�) 2 W 11([�1; 1]) we havejx(�)� bm(F�tx(�))j = jx(�)� x(tk)j � j� � tkj = bx(�):Consequently, E(x(�);W 11([�1; 1]); F�t) = bx(�)and the method x(�) � x(�(�))is an optimal method of recovery.2. Recovery of an integral of a function by its values at points. For the same classW 11([�1; 1]) and the same information operator F�t consider now the problem of optimal recoveryof the integral Ix(�) = Z 1�1 x(t) dt:As before any functions m : Rn ! R are admitted as recovery methods. Here the problem ofoptimal recovery is in �nding the valueE(I;W 11([�1; 1]); F�t) = infm : Rn!R supx(�)2W 11([�1;1]) ����Z 1�1 x(t) dt�m(F�tx(�))����and an optimal method of recovery bm0 for which the in�mum in this equality is attained.PROBLEMS OF INFORMATION TRANSMISSION Vol. 39 No. 1 2003



INDEFINITE KNOWLEDGE AND ACCURACY 121Using for the function bx(�) the same notation as in the preceding example we obtain that forany method m2 Z 1�1 bx(t) dt � ����Z 1�1 bx(t) dt�m(0)����+ ����Z 1�1(�bx(t)) dt�m(0)����� 2 supx(�)2W 11([�1;1]) ����Z 1�1 x(t) dt�m(F�tx(�))���� :Thus, E(I;W 11([�1; 1]); F�t) � Z 1�1 bx(t) dt:On the other hand, putting bm0(y) = Z 1�1 y(t) dt;where y(t) = 8>>>>><>>>>>:y1; �1 � t � t1 + t22 ;yi; ti�1 + ti2 < t � ti + ti+12 ; 2 � i � n� 1;yn; tn�1 + tn2 < t � 1;we have for all bx(�) 2 W 11([�1; 1])����Z 1�1 x(t) dt� bm0(F�tx(�))���� = ����Z 1�1(x(t)� x(�(t))) dt���� � Z 1�1 jt � �(t)j dt = Z 1�1 bx(t) dt:Consequently,E(I;W 11([�1; 1]); F�t) = Z 1�1 bx(t) dt = (t1 + 1)22 + n�1Xj=1 (tj+1 � tj)24 + (1� tn)22andZ 1�1 x(t) dt � bm0(F�tx(�)) = � t1 + t22 + 1�x(t1) + n�1Xj=2 tj+1 � tj�12 x(tj) + �1� tn�1 + tn2 �x(tn)is an optimal method of recovery.If it is possible to choose the system of points �t = (t1; : : : ; tn) at which values of functionx(�) 2 W 11([�1; 1]) will be calculated (in other words, it is possible to choose an input information),then it is natural to choose these points so that the value E(I;W 11([�1; 1]); F�t) be as small aspossible. It is easy to verify that inf�t E(I;W 11([�1; 1]); F�t) = 1nand the optimal points (that is, the points for which the in�mum is attained) arebtj = �1 + 2j � 1n ; j = 1; : : : ; n:Although the information about a function in the examples considered above was incompletebut it was accurate. Practically any input information contains some error. Further examples aredevoted to the cases when an information about functions is given with some error.PROBLEMS OF INFORMATION TRANSMISSION Vol. 39 No. 1 2003



122 MAGARIL-IL'YAEV, OSIPENKO, TIKHOMIROV3. Recovery of the derivative of a function by inaccurate values at other points.Denote by W 21([�1; 1]) the set of functions x(�) de�ned on the interval [�1; 1] for which x0(�) 2W 11([�1; 1]). Let there are known approximate values of x(�h) and x(h), 0 < h � 1, for a functionx(�) 2 W 21([�1; 1]). It is required to recover the value x0(0) in the optimal way. We assume thatfor every function x(�) 2 W 21([�1; 1]) we know the values ex�1 and ex1 such thatjx(jh)� exj j � �; j = �1; 1; (2)where � > 0 is the error of input information. Here the information operator is the multivalued mapFh;� associated with every function x(�) 2 W 21([�1; 1]) the set Fh;�x(�) = f(ex�1; ex1)g where ex�1and ex1 satisfy the condition (2). Consider arbitrary functions m : R2 ! R as methods of recovery.The quantitye(x0(0);W 21([�1; 1]); Fh;�; m) = supx(�)2W 21([�1;1]) supex�1;ex1jx(jh)�exj j��; j=�1;1 jx0(0)�m(ex�1; ex1)jis called the error of the given method m. We are interested in the error of optimal recoveryE(x0(0);W 21([�1; 1]); Fh;�) = infm : R2!Re(x0(0);W 21([�1; 1]); Fh;�; m)and in an optimal method of recovery, that is, in a method for which this in�mum is attained.Set bx(t) = 8>>>><>>>>:� t22 + �h2 + �h� t; 0 � t � 1;t22 + �h2 + �h� t; �1 � t < 0:It is easily veri�ed that �bx(�) 2 W 21([�1; 1]) and bx(�h) = ��, bx(h) = �. For any method m wehave 2bx0(0) � jbx0(0)�m(0; 0)j+ j � bx0(0)�m(0; 0)j � 2e(x0(0);W 21([�1; 1]); Fh;�; m):Consequently, E(x0(0);W 21([�1; 1]); Fh;�) � bx0(0) = h2 + �h: (3)Consider the method bm(ex�1; ex1) = ex1 � ex�12h : (4)Taking into account that exj = x(jh) + �j where j�j j � �, j = �1; 1, we havee(x0(0);W 21([�1; 1]); Fh;�; bm) = supx(�)2W 21 supj�jj��; j=�1;1 ����x0(0)� x(h)� x(�h)2h � �1 � ��12h ����� supx(�)2W 21([�1;1]) ����x0(0)� x(h)� x(�h)2h ����+ �h:Using the equalities x(h) = x(0) + x0(0)h+M1h22 ;x(�h) = x(0)� x0(0)h+M�1h22 ;PROBLEMS OF INFORMATION TRANSMISSION Vol. 39 No. 1 2003



INDEFINITE KNOWLEDGE AND ACCURACY 123where M1;M�1 2 [�1; 1], we obtain����x0(0)� x(h)� x(�h)2h ���� = h4 jM1 �M�1j � h2 :Thus, e(x0(0);W 21([�1; 1]); Fh;�; bm) � h2 + �h :Taking into account (3) we see thatE(x0(0);W 21([�1; 1]); Fh;�) = h2 + �hand the method (4) is optimal.We may raise the question about optimization of input information by means of choosing of steph. Simple calculations show thatmin0<h�1E(x0(0);W 21([�1; 1]); Fh;�) = (p2�; � < 1=2;� + 1=2; � � 1=2;moreover, bh = (p2�; � < 1=2;1; � � 1=2;is the value of the step for which the minimum is attained.4. Recovery of a function by its inaccurate Fourier coe�cients. Denote by Tthe unitcircle realized as the interval [��; �] with identi�ed endpoints. We denote by L2(T) the set ofsquare integrable functions x(�) on Twith normkx(�)kL2(T) = � 12� ZTjx(t)j2 dt�1=2 :The class W 22 (T) is the set of 2�-periodic functions x(�) for which the �rst derivative is absolutelycontinuous and kx00(�)kL2(T) � 1.For this class we consider the recovery problem of the �rst derivative of a function x(�) in themetric L2(T) by the �nite system of Fourier coe�cientsxj = 12� ZTx(t)e�ijt dtgiven with an error. More precisely, we assume that for every function x(�) 2 W 22 (T) we know thenumbers yj , jjj � N , such that jxj � yj j � �; jjj � N; � > 0: (5)Here the information operator is the multivalued map FN� which associates with every functionx(�) 2 W 22 (T) the set FN� x(�) = fyjgjjj�N where yj satisfy the condition (5). The problem is in�nding the valueE(x0(�);W 22 (T); FN� ) = infm : C2N+1!L2(T) supx(�)2W 22 (T)y2FN� x(�) kx0(�)�m(y)(�)kL2(T)and an appropriate optimal method.PROBLEMS OF INFORMATION TRANSMISSION Vol. 39 No. 1 2003



124 MAGARIL-IL'YAEV, OSIPENKO, TIKHOMIROVAnalogously to the forgoing it is easy to obtain the lower boundE(x0(�);W 22 (T); FN� ) � supx(�)2W 22 (T)jxjj��; jjj�N kx0(�)kL2(T):In view of the Parseval equality the problem in the right-hand side may be written in the form (forconvenience we go over to norm squared)Xj2Zj2uj ! max; Xj2Zj4uj � 1; 0 � uj � �2; jjj � N; (6)where uj = jxj j2, j 2Z.This is a problem of convex programming. It can be easily veri�ed that for �nding its solutionit is su�cient to �nd b� � 0, b�j � 0, jjj � N , and an admissible sequence fbujgj2Zsuch that for alluj � 0, j 2Z, we have(a) Xj2Z(�j2 + b�j4 + b�j�j)uj �Xj2Z(�j2 + b�j4 + b�j�j)bujand (b) b��Xj2Zj4buj � 1� = 0; b�j(buj � �2j ) = 0; jjj � N;where �j = 1, if jjj � N , and zero in other cases. Letp0 = maxn p 2Z+ : �2 Xjjj�p j4 < 1; 0 � p � N o:We set b� = (p0 + 1)�2, b�j = (j2 � (p0 + 1)�2j4; jjj � p0;0; p0 + 1 � jjj � N:We de�ne the sequence fbujgj2Zby the equalitybuj = 8>>>><>>>>:�2; jjj � p0;1� �2Pjkj�p0 k42(p0 + 1)4 ; jjj = p0 + 1;0; jjj > p0 + 1:It is easy to check that the sequence bu = fbujgj2Zis admissible and conditions (a) and (b) areful�lled. Thus bu is a solution of the problem (6). Substituting bu in the functional to be maximizedand extracting the square root we obtainE(x0(�);W 22 (T); FN� ) � �1 + �2Pjjj�p0 �j2(p0 + 1)2 � j4��1=2p0 + 1 : (7)By the analogous su�cient arguments it is easy to verify that bu is also a solution of the followingproblem Xj2Zj2uj ! max; b�Xj2Zj4uj + Xjjj�N b�juj � b�+ �2 Xjjj�N b�j ; uj � 0: (8)PROBLEMS OF INFORMATION TRANSMISSION Vol. 39 No. 1 2003



INDEFINITE KNOWLEDGE AND ACCURACY 125Consequently, the values of the problems (6) and (8) are the same.Put bxj = 8>>>><>>>>:y0; j = 0;b�jb�j4 + b�j yj ; 1 � jjj � p0;0; jjj > p0:By direct veri�cation it is easy to verify that for all x(�) 2 W 22 (T) the equalityb�Xj2Zj4jxj � bxj j2 + Xjjj�N b�jjxj � bxj j2 + b�Xj2Zj4jbxjj2 + Xjjj�N b�jjbxj � yj j2= b�Xj2Zj4jxj j2 + Xjjj�N b�j jxj � yj j2holds. If x(�) 2 W 22 (T) and jxj � yj j � �, then putting vj = jxj � bxj j2 we haveb�Xj2Zj4vj + Xjjj�N b�jvj � b�Xj2Zj4jxj j2 + Xjjj�N b�j jxj � yj j2 � b�+ �2 Xjjj�N b�j:Hence



x0(t)� Xjjj�N ijbxjeijt



2L2(T) =Xj2Zj2vj� sup�Xj2Zj2uj : b�Xj2Zj4uj + Xjjj�N b�juj � b�+ �2 Xjjj�N b�j ; uj � 0�:Since the value of the extremal problem in the right-hand side which is the problem (8) coincideswith the value of the problem (6) we obtain the upper bound for the error of optimal recoverycoinciding with the lower bound (7). Thus,E(x0(�);W 22 (T); FN� ) = �1 + �2Pjjj�p0 �j2(p0 + 1)2 � j4��1=2p0 + 1and the method x0(t) � Xjjj�N ijbxjeijt = Xjjj�p0 ij  1� � jp0 + 1�2! yjeijtis optimal.Note that if p0 < N , then the further increase of the number of Fourier coe�cients known withthe same error does not decrease the error of optimal recovery. Thus, for a �xed � the system of2N(�) Fourier coe�cients (the zero coe�cient is not used in the optimal method) whereN(�) = maxnN 2Z+ : �2 Xjjj�N j4 < 1oPROBLEMS OF INFORMATION TRANSMISSION Vol. 39 No. 1 2003



126 MAGARIL-IL'YAEV, OSIPENKO, TIKHOMIROVallows to recover the derivative of a function from L2(T) with the best accuracy. We give somevalues of the function N(�) and the corresponding error of optimal recovery.�2 N(�) E2 �x0(�);W 22 (T); FN(�)� ��12 ;+1� 0 1� 134 ; 12� 1 1 + 6�24� 1196 ; 134� 2 1 + 56�29� 11446 ; 1196� 3 1 + 252�216In the general case if � Xjjj�k+1 j4��1=2 � � < �Xjjj�k j4��1=2;then N(�) = k andE �x0(�);W 22 (T); FN(�)� � = �1 + �2Pjjj�k �j2(k + 1)2 � j4��1=2k + 1 :5. Recovery of a function at a point by the function itself given with an error inthe L2-norm. Denote by L2(R) the space of functions x(�) de�ned on R for whichkx(�)kL2(R) = �ZRjx(t)j2 dt�1=2 <1:We denote byW12(R) the space of functions x(�) 2 L2(R) for which kx0(�)kL2(R) <1 and byW 12 (R)the class of functions from W12(R) for which kx0(�)kL2(T) � 1. For the class W 12 (R) we considerthe problem of optimal recovery of the value x(0) by the information about the function x(�) itselfgiven with the error � > 0 in the norm of L2(R). In other words, we assume that for each functionx(�) 2 W 12 (R) we know a function y(�) 2 L2(R) such thatkx(�)� y(�)kL2(R) � �: (9)Thus, for the information operator F� we take here the multivalued map which associates withevery function x(�) 2 W 12 (R) the set of functions y(�) 2 L2(R) satisfying the condition (9). As inthe previous examples we interested in the error of optimal recoveryE(x(0);W 12(R); F�) = infm : L2(R)!R supx(�)2W 12 (R); y(�)2L2(R)kx(�)�y(�)kL2(R)�� jx(0)�m(y(�))jand also in an optimal recovery method (a method for which the in�mum is attained).In the same way as above we prove the estimateE(x(0);W 12(R); F�) � supx(�)2W 12 (R)kx(�)kL2(R)�� jx(0)j:PROBLEMS OF INFORMATION TRANSMISSION Vol. 39 No. 1 2003



INDEFINITE KNOWLEDGE AND ACCURACY 127Since the function bx(t) = p�e�jtj=�belongs to the class W 12 (R) and, moreover, kbx(�)kL2(R) = �, we haveE(x(0);W 12(R); F�) � bx(0) = p�:To �nd an optimal method of recovery we use the easily veri�ed identityx(0) = 12� ZRe�jtj=�x(t) dt� 12 ZRe�jtj=�x0(t) sign t dt (10)which is valid for all x(�) 2 W12(R). Consider the methodm(y(�)) = 12� ZRe�jtj=�y(t) dt: (11)Using the identity (10) and applying the Caushy{Schwartz{Bunyakovski�� inequality we haveE(x(0);W 12(R); F�) = supx(�)2W 12 (R) supy(�)2L2(R)kx(�)�y(�)kL2(R)�� ����x(0)� 12� ZRe�jtj=�x(t) dt� 12� ZRe�jtj=�(y(t)� x(t)) dt���� � supx(�)2W 12 (R)����12 ZRe�jtj=�x0(t) sign t dt����+ p�2 � p�:Hence and from the corresponding lower bound it follows that the equalityE(x(0);W 12(R); F�) = p�holds and the method (11) is optimal.Moreover, by the fact proved above it follows that the value of the problemx(0)! max; kx(�)kL2(R) � �; kx0(�)kL2(R) � 1; (12)is equal to p�. For all x(�) 2 W12(R) the function x(�)=kx0(�)kL2(R) is admissible in the problem(12) with � = kx(�)kL2(R)=kx0(�)kL2(R). Consequently, for all x(�) 2 W12 (R) the inequalityjx(0)jkx0(�)kL2(R) � kx(�)k1=2L2(R)kx0(�)k1=2L2(R)holds, that is, jx(0)j � kx(�)k1=2L2(R)kx0(�)k1=2L2(R):In view of the translation invariance of the norm the point 0 may be replaced by any point � 2 R.The obtained inequality may be considered as some uncertainty principle for functions fromW12(R) which means that for a �xed value of a function at an arbitrary point the norms of thefunction and its derivative cannot be small simultaneously, their product is always no less than thissquared value.6. Recovery of a function by its inaccurate values in a weighted norm. Denote byL2(R; t2) the space of functions x(�) de�ned on R such thatkx(�)kL2(R;t2) = �ZRt2jx(t)j2 dt�1=2 <1:PROBLEMS OF INFORMATION TRANSMISSION Vol. 39 No. 1 2003



128 MAGARIL-IL'YAEV, OSIPENKO, TIKHOMIROVWe denote by W12(R; t2) the space of functions from L2(R; t2) for which x0(�) 2 L2(R). SetW 12 (R; t2) = f x(�) 2 W12(R; t2) : kx0(�)kL2(R) � 1 g:For the class W 12 (R; t2) we consider the problem of optimal recovery of a function x(�) by theinformation about its inaccurate values in the L2(R; t2)-norm. We assume that for any functionx(�) 2 W 12 (R; t2) we know a function y(�) 2 L2(R; t2) such thatkx(�)� y(�)kL2(R;t2) � �: (13)Here for the information operator F� we consider the multivalued map which associates with eachfunction x(�) 2 W 12 (R; t2) the set of functions y(�) 2 L2(R; t2) satisfying the condition (13). We areinterested in the error of optimal recoveryE(x(�);W 12(R; t2); F�) = infm : L2(R;t2)!L2(R) supx(�)2W 12 (R;t2); y(�)2L2(R;t2)kx(�)�y(�)kL2(R;t2 )�� kx(�)�m(y)(�)kL2(R)and in an optimal method of recovery, too.The arguments analogous to the ones given in the previous examples lead to the inequalityE(x(�);W 12(R; t2); F�) � supkx(�)kL2(R;t2 )��kx0(�)kL2(R)�1 kx(�)kL2(R):To solve the extremal problemkx(�)k2L2(R) ! max; kx(�)k2L2(R;t2) � �2; kx0(�)k2L2(R) � 1; (14)we consider the Lagrange functionL(x(�); �1; �2) = � ZRx2(t) dt+ �1 ZRt2x2(t) dt+ �2 ZRx02(t) dt:It is easy to show that for the function bx(�) 2 W 12 (R; t2) to be a solution of the problem (14) it issu�cient to �nd b�1; b�2 � 0 for whichminx(�)2W 12 (R;t2)L(x(�); b�1; b�2) = L(bx(�); b�1; b�2)and b�1�ZRt2bx2(t) dt� �2� = 0; b�2�ZRbx02(t) dt� 1� = 0:Set b�1 = ��1 and b�2 = �. Integrating by parts the �rst term of the Lagrange function we obtainL(x(�); b�1; b�2) = 1� ZR�tx(t) + �x0(t)�2 dt:It is obvious that the Lagrange function vanishes on the functionbx(t) = p2� ���1=4 e� t22� ;that is, the minimum is attained for this function. SinceZRt2bx2(t) dt = �2; ZRbx02(t) dt = 1;PROBLEMS OF INFORMATION TRANSMISSION Vol. 39 No. 1 2003



INDEFINITE KNOWLEDGE AND ACCURACY 129bx(�) is a solution of the problem (14). Thus,E(x(�);W 12(R; t2); F�) � �ZRbx2(t) dt�1=2 = p2�:It follows from the analogous su�cient arguments that the function bx(�) is also a solution of theextremal problem kx(�)k2L2(R)! max; ��1kx(�)k2L2(R;t2) + �kx0(�)k2L2(R) � 2�: (15)We now proceed to the construction of optimal method of recovery. Set n(t) = Hn � tp�� e� t22� ; n = 0; 1; : : : ;where Hn(�) are the Chebyshev{Hermite polynomials (fHn(�)g1n=0 is an orthogonal system of poly-nomials on R for the weight function e�x2 with leading coe�cients an = 2n). The functions  n(�),n = 0; 1; : : : , form an orthogonal basis in L2(R). Let y(�) 2 L2(R; t2) andty(t) = 1Xn=0 yn n(t):Set bx(t) = 1Xn=0 bxn n(t);where bx0 = y1p� ; bxn = (n+ 1)yn+1 + yn�1=2p�(2n+ 1) ; n = 1; 2; : : : :Using properties of Chebyshev{Hermite polynomials one can show that for all z(�) 2 W12(R; t2) theequality 1� ZRt2(bx(t)� y(t))z(t) dt+ � ZRbx0(t)z0(t) dt = 0holds. It follows that for any x(�) 2 W 12 (R; t2)1� ZRt2(x(t)� bx(t))2 dt+ � ZR(x0(t)� bx0(t))2 dt+ 1� ZRt2(bx(t)� y(t))2 dt+ � ZRbx02(t) dt= 1� ZRt2(x(t)� y(t))2 dt+ � ZRx02(t) dt:If x(�) 2 W 12 (R; t2) and kx(�)� y(�)kL2(R;t2) � �, then putting z(�) = x(�)� bx(�) we have1� ZRt2z2(t) dt+ � ZRz02(t) dt � 1� ZRt2(x(t)� y(t))2 dt + � ZRx02(t) dt � 2�:Hencekx(�)� bx(�)kL2(R) = kz(�)kL2(R) � supn kx(�)kL2(R) : ��1kx(�)k2L2(R;t2) + �kx0(�)k2L2(R) � 2� o :The squared value of the extremal problem in the right-hand side coincides with the value of theproblem (15) and thus with the value of the problem (14). Consequently, we have obtained theupper bound for the error of optimal recovery coincided with the lower bound. Thus,E(x(�);W 12(R; t2); F�) = p2� (16)PROBLEMS OF INFORMATION TRANSMISSION Vol. 39 No. 1 2003



130 MAGARIL-IL'YAEV, OSIPENKO, TIKHOMIROVand the method x(t) � 1Xn=0 bxn n(t) = 1p� 1Xn=0�nHn � tp�� e� t22� ;where �n = 1(2n+ 1)2nn! ZRy(t)Hn� tp�� e� t22� t2 dt;is optimal.By the same arguments as in the previous example from (16) follows the following exact inequal-ity ZRx2(t) dt � 2�ZRt2x2(t) dt�1=2�ZRx02(t) dt�1=2 : (17)If we consider functions x(�) normalized by the conditionZRx2(t) dt = 1;then from (17) follows the inequalityZRt2x2(t) dt ZRx02(t) dt � 1=4which is known as the Heisenberg Uncertainty Principle.4. THEORYThe examples given above were solved directly without using any general assertions. We didit deliberately to concentrate the reader's attention on the examples themselves. Here we give ageneral result connected with optimal recovery of linear functionals (we have used it, in fact, insome examples).Using the notation from Section 2 let C be a subset of real or complex linear space X , X 0 bethe algebraic dual of X , and f = x0 2 X 0, that is, Z = R or C . Denote by hx0; xi the value of thelinear functional x0 at the element x 2 X . Let Y be another real or complex linear space, Y 0 bethe algebraic dual of it, and F : C ! Y be a map (in general, a multivalued map). The problem isto recover the values of the linear functional x0 on the set C by the information F .For de�niteness we assume that X and Y are complex linear spaces. Any map m : F (�) ! C ,as before, we call a method of recovery. The error of such method is the quantitye(x0; C; F;m) = supx2C; y2F (x) jhx0; xi �m(y)j (18)and the error of optimal recovery (x0 on C by F ), which we denote by E(x0; C; F ), is de�ned as asolution of the problem: e(x0; C; F;m)! min; (19)where the in�mum is taking over all maps m : F (�) ! C . Any method bm which is a solution ofthis problem is called an optimal method of recovery.We associate with the problem (19) the following extremal problemRehx0; xi ! max; x 2 F�1(0); x 2 C; (20)PROBLEMS OF INFORMATION TRANSMISSION Vol. 39 No. 1 2003



INDEFINITE KNOWLEDGE AND ACCURACY 131where F�1(y) = fx 2 C j y 2 F (x)g.The function L �(x; y); �0; y0� = �0Rehx0; xi+ Rehy0; yiis called the Lagrange function of the problem (20), and the number �0 and functional y0 2 Y 0 arethe Lagrange multipliers.Theorem 1. Let the sets C and grF = f(x; y) : x 2 C; y 2 F (x)g from the problem (20) beconvex and balanced. Then the admissible in (20) point bx is a solution in this problem if and onlyif there exists the Lagrange multiplier by0 2 Y 0 for whichminx2�y2F (x)L �(x; y);�1; by0� = L �(bx; 0);�1; by0� :In this case by0 is an optimal method of recovery in the problem (19) and E(x0; C; F ) = Rehx0; bxi:It is clear from this theorem that for �nding an optimal method in (19) it is su�cient to solvethe problem (20) which is convex. Solving it by the standard methods of convex optimization,we �nd at the same time the Lagrange multipliers, that is, we �nd an optimal method of recovery(which turns out to be linear). From the point of view of convex duality it means that the problems(19) and (20) are dual to each other.For optimal recovery of linear operators the lower bound of the error of optimal recovery is alsoreduced to solving a problem analogous to (20) but the upper bound needs individual arguments.There are some general concepts about it but we shall not dwell on them here (see [10]).The proof of the formulated theorem may be found in [9].REFERENCES1. Smolyak, S.A., On Optimal Restoration of Functions and Functionals of Them, Cand. Sc. (Math.)Dissertation, Moscow: Moscow State Univ., 1965.2. Micchelli, C.A. and Rivlin, T.J., A Survey of Optimal Recovery, Optimal Estimation in ApproximationTheory, Micchelli, C.A. and Rivlin, T.J., Eds., New York: Plenum Press, 1977, pp. 1{54.3. Traub, J.F. and Wo�zniakowski, H., A General Theory of Optimal Algorithms, New York: AcademicPress, 1980.4. Micchelli, C.A. and Rivlin, T.J., Lectures on Optimal Recovery, in Lecture Notes in Mathematics, Berlin:Springer{Verlag, 1985, vol. 1129, pp. 21{93.5. Arestov, V.V., Optimal Recovery of Operators and Related Problems, Trudy Mat. Inst. Steklov, 1989,vol. 189, pp. 3{20 [Proc. Steklov Inst. Math. (Engl. Transl.), 1990, vol. 189, pp. 1{20].6. Magaril-Il'yaev, G.G. and Osipenko, K.Yu., Optimal Recovery of Functionals Based on Inaccurate Data,Mat. Zametki, 1991, vol. 50, no. 6, pp. 85{93 [Math. Notes (Engl. Transl.), 1991, vol. 50, pp. 1274{1279].7. Osipenko, K. Yu., Optimal Recovery of Analytic Functions, New York: Nova Science Publ., 2000.8. Magaril-Il'yaev, G.G. and Tikhomirov, V.M., Kolmogorov-type inequalities for derivatives, Mat. Sb.,1997, vol. 188, no. 12, pp. 73{106 [Sb. Math. (Engl. Transl.), 1997, vol. 188, no. 12, pp. 1799{1832].9. Magaril-Il'yaev, G.G. and Tikhomirov, V.M., Convex Analysis and its Applications, Moscow: EditorialURSS, 2000.10. Magaril-Il'yaev, G.G. and Osipenko, K.Yu., Optimal Recovery of Functions and their Derivatives fromFourier Coe�cients Prescribed with an Error, Mat. Sb., 2002, vol. 193, no. 3, pp. 79{100 [Sb. Math.(Engl. Transl.), 2002, vol. 193, no. 3, pp. 387{407].PROBLEMS OF INFORMATION TRANSMISSION Vol. 39 No. 1 2003


